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## 1 The motion of viscous fluids around a purely rotating body

In the first part of the thesis we shall study the time-periodic Oseen equations past a purely rotating body in the whole space and in an exterior domain.

Let $\widetilde{\Omega}(t) \subset \mathbb{R}^{n}(n=2,3)$ be given, the time-dependent exterior domain past a rotating body $\mathfrak{D}$. We consider that $\partial \widetilde{\Omega}$ is sufficiently smooth. We assume that $\widetilde{\Omega}(t)$ is filled with a viscous incompressible fluid modelled by the Navier-Stokes equations with the velocity $v_{\infty}$ at infinity. Given the coefficient of viscosity $\nu>0$ and an external force $\tilde{f}=\tilde{f}(y, t)$, we are looking for the velocity $\tilde{v}:=\tilde{v}(y, t)$ and the pressure $\tilde{q}:=\tilde{q}(y, t)$ solving the nonlinear system

$$
\begin{align*}
\tilde{v}_{t}-\nu \Delta \tilde{v}+(\tilde{v} \cdot \nabla) \tilde{v}+\nabla \tilde{q} & =\tilde{f} & & \text { in } \widetilde{\Omega}(t), t>0, \\
\operatorname{div} \tilde{v} & =0 & & \text { in } \widetilde{\Omega}(t), t>0,  \tag{1.1}\\
\tilde{v}(y, t) & =\omega \wedge y & & \text { on } \partial \widetilde{\Omega}(t), t>0, \\
\tilde{v}(y, t) & \rightarrow v_{\infty} & & \text { as }|y| \rightarrow \infty
\end{align*}
$$

Here $\wedge$ denotes the exterior wegde product of $\mathbb{R}^{3}$, and in the two-dimensional case, $\omega \wedge y=\left(-y_{2}, y_{1}\right)$ for $y=\left(y_{1}, y_{2}\right)$.

Due to the rotation of the body with the angular velocity $\omega$, we have

$$
\widetilde{\Omega}(t)=O_{\omega}(t) \Omega
$$

where $D \subset \mathbb{R}^{n}$ is a fixed exterior domain and $O_{\omega}(t)$ denotes the orthogonal matrix

$$
O_{\omega}(t)=\left(\begin{array}{ccc}
\cos |\omega| t & -\sin |\omega| t & 0  \tag{1.2}\\
\sin |\omega| t & \cos |\omega| t & 0 \\
0 & 0 & 1
\end{array}\right) \quad \text { or } \quad=\left(\begin{array}{cc}
\cos |\omega| t & -\sin |\omega| t \\
\sin |\omega| t & \cos |\omega| t
\end{array}\right) \quad \text { if } n=2
$$

After the change of variables $x:=O_{\omega}(t)^{T} y$ and passing to the new functions $u(x, t):=$ $O_{\omega}^{T} \tilde{v}(y, t)-v_{\infty}$ and $p(x, t):=\tilde{q}(y, t)$, as well as to the force term $f(x, t):=O_{\omega}(t)^{T} \tilde{f}(y, t)$, we arrive at the modified Navier-Stokes system

$$
\begin{array}{rlrl}
u_{t}-\nu \Delta u+(u \cdot \nabla) u-((\omega \wedge x) \cdot \nabla) u+ & & \\
+\left(O_{\omega}(t)^{T} v_{\infty} \cdot \nabla\right) u+\omega \wedge u+\nabla p & =f & & \text { in } \Omega, t>0 \\
\operatorname{div} u & =0 & & \text { in } \Omega, t>0  \tag{1.3}\\
u(x, t)+O_{\omega}(t)^{T} v_{\infty} & =\omega \wedge x & & \text { on } \partial \Omega, t>0, \\
u(x, t) & \rightarrow 0 & & \text { as }|x| \rightarrow \infty .
\end{array}
$$

Note that, because of the new coordinate system attached to the rotating body, equation $(1.3)_{1}$ contains three new terms, the classical Coriolis force term $\omega \wedge u$ (up to a multiplicative constant) and the terms $((\omega \wedge x) \cdot \nabla) u$ and $\left(O_{\omega}(t)^{T} v_{\infty} \cdot \nabla\right) u$ which are not subordinate to the Laplacian in unbounded domains.

An important step concerns its linearized and steady versions, i.e.

- either in the whole space $\mathbb{R}^{n}$ the modified Stokes systems,

$$
\begin{align*}
-\nu \Delta u-((\omega \wedge x) \cdot \nabla) u+\omega \wedge u+\nabla p & =f & & \text { in } \mathbb{R}^{n} \\
\operatorname{div} u & =0 \text { or } g & & \text { in } \mathbb{R}^{n}  \tag{1.4}\\
u & \rightarrow 0 & & \text { as }|x| \rightarrow \infty
\end{align*}
$$

where $n=2$ or $n=3$;

- or in an open set $\Omega$ the modified Oseen systems,

$$
\begin{align*}
-\nu \Delta u+k \partial_{3} u-((\omega \wedge x) \cdot \nabla) u+\omega \wedge u+\nabla p & =f & & \text { in } \Omega, \\
\operatorname{div} u & =0 \text { or } g & & \text { in } \Omega, \\
u(., t)+u_{\infty} & =\omega \wedge x & & \text { on } \partial \Omega,  \tag{1.5}\\
u & \rightarrow 0 & & \text { as }|x| \rightarrow \infty,
\end{align*}
$$

with an appropriate choice of the constant translational velocity at infinity $u_{\infty}=k e_{3} \neq$ 0 , therefore parallel to $\omega$.

We follow two different ways to handle this problem. The first approach in an $L^{2}-$ setting uses variational calculus. This viewpoint has already been applied in [23] by R. Farwig and in $[58,59]$ by S. Kračmar and P. Penel to solve the scalar model equations

$$
-\nu \Delta u+k \partial_{3} u=f \quad \text { in } \Omega
$$

and - with a given non-constant and, in general, non-solenoidal vector function a-

$$
-\nu \Delta u+k \partial_{3} u-\mathbf{a} \cdot \nabla u=f \quad \text { in } \Omega,
$$

respectively, in an exterior domain $\Omega$, together with the boundary conditions $u=0$ on $\partial \Omega$ and $u \rightarrow 0$ as $|\mathbf{x}| \rightarrow \infty$.

Second, to consider more general weights in $L^{q}$-spaces, we apply weighted multiplier and Littlewood-Paley theory as well as the theory of one-sided Muckenhoupt weights corresponding to one-sided maximal functions. This approach was firstly introduced by Farwig, Hishida, Müller [27] for the case $\mathbf{u}_{\infty}=0$ and in [24], [25] when $\mathbf{u}_{\infty} \neq 0$ without weights and then extended to the weighed case by Krbec, Farwig, Nečasová [31], [30] and Nečasová, Schumacher [68].

## 1.1 $\quad L^{q}$ setting

Definition 1. Let $A_{q}, 1<q<\infty$, the set of Muckenhoupt weights, be given by all strictly positive functions $w \in L_{l o c}^{1}\left(\mathbb{R}^{n}\right)$, for which

$$
\begin{equation*}
A_{q}(w):=\sup _{Q}\left(|Q|^{-1} w(Q)\right)\left(|Q|^{-1} w^{\prime}(Q)\right)^{q-1}<\infty \tag{1.6}
\end{equation*}
$$

where $w^{\prime}:=w^{-\frac{1}{q-1}}$ and the supremum is taken over all cubes $Q$ in $\mathbb{R}^{n}$. We have excluded the case where $w$ vanishes almost everywhere.

For $q \in(1, \infty), w \in A_{q}, k \geq 1 \in \mathbb{N}$, and an open set $\Omega$, we define

- the Lebesgue space $L_{w}^{q}(\Omega):=\left\{f \in L_{l o c}^{1}(\bar{\Omega})\right.$ s.t. $\left.\int_{\Omega}|f|^{q} w d x<\infty\right\}$, with the norm $\|f\|_{q, w}:=\left(\int_{\Omega}|f|^{q} w d x\right)^{\frac{1}{q}}$,
- the Sobolev space $H_{w}^{k, q}(\Omega):=\left\{f \in L_{l o c}^{1}(\bar{\Omega})\right.$ s.t. $\left.\nabla^{j} f \in L_{w}^{q}(\Omega), j \leq k\right\}$, equipped with the norm $\|u\|_{k, q, w}:=\sum_{j=0}^{k}\left\|\nabla^{j} u\right\|_{q, w}$,
- the homogeneous Sobolev space $\widehat{H}_{w}^{k, q}(\Omega):=\left\{f \in L_{l o c}^{1}(\bar{\Omega})\right.$ s.t. $\left.\nabla^{k} f \in L_{w}^{q}(\Omega)\right\}$,
- the space of smooth and compactly supported functions $C_{0}^{\infty}(\Omega)$ and its divergence free counterpart $C_{0, \sigma}^{\infty}(\Omega):=\left\{\phi \in C_{0}^{\infty}(\Omega)\right.$ s.t. div $\left.\phi=0\right\}$,

It is easily seen that

$$
\begin{equation*}
\left(L_{w}^{q}(\Omega)\right)^{\prime}=L_{w^{\prime}}^{q^{\prime}}(\Omega) \text { with } \frac{1}{q}+\frac{1}{q^{\prime}}=1 \text { and } w^{\prime}=w^{-\frac{1}{q-1}} \tag{1.7}
\end{equation*}
$$

Moreover, by [74], for $1<q<\infty$ and $w \in A_{q}$ there exists $s$ such that $1 \leq s<q$ and $w \in A_{s}$. In addition, if $\Omega$ is a bounded domain, then it follows from Hölder's inequality that the weighted Lebesgue spaces are embedded into unweighted ones as follows

$$
\begin{equation*}
L_{w}^{q}(\Omega) \hookrightarrow L^{r}(\Omega) \text { for every } r<q / s \tag{1.8}
\end{equation*}
$$

Considering the dual spaces in (1.8) one obtains that for $q$ and $w$ as above there exists $r \in(1, \infty)$ such that $L^{r}(\Omega) \hookrightarrow L_{w}^{q}(\Omega)$.

### 1.1.1 Strong solution

Oseen system see [30]
The Oseen system (1.5) has been analyzed by Farwig in [24], [25], in $L^{q}$-spaces, $1<$ $q<\infty$, the a priori estimates being generalized by Farwig, Krbec, and Nečasová in weighted $L^{q}$-spaces

$$
\begin{gather*}
\left\|\nu \nabla^{2} u\right\|_{q, w}+\|\nabla p\|_{q, w} \leq c\|f\|_{q, w}  \tag{1.9}\\
\left\|k \partial_{3} u\right\|_{q, w}+\|(\omega \wedge x) \cdot u-\omega \wedge u\|_{q, w} \leq c(k, \nu, \omega)\|f\|_{q, w} . \tag{1.10}
\end{gather*}
$$

More precisely,
Theorem 1. Let the weight function $0 \leq w \in L_{\text {loc }}^{1}\left(\mathbb{R}^{3}\right)$ be independent of the angular variable $\theta$ and satisfy the following condition depending on $q \in(1, \infty)$ :

$$
\begin{array}{cccc}
2 \leq q<\infty: & w^{\tau} \in \widetilde{A}_{\tau q / 2}^{-} & \text {for some } & \tau \in[1, \infty) \\
1<q<2: & w^{\tau} \in \widetilde{A}_{\tau q / 2}^{-} & \text {for some } & \tau \in\left(\frac{2}{q}, \frac{2}{2-q}\right] \tag{1.11}
\end{array}
$$

(i) Given $f \in L_{w}^{q}\left(\mathbb{R}^{3}\right)^{3}$ there exists a solution $(u, p) \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{3}\right)^{3} \times L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{3}\right)$ of (1.5) satisfying the estimate

$$
\begin{equation*}
\left\|\nu \nabla^{2} u\right\|_{q, w}+\|\nabla p\|_{q, w} \leq c\|f\|_{q, w} \tag{1.12}
\end{equation*}
$$

with a constant $c=c(q, w)>0$ independent of $\nu, k$ and $\omega$.
(ii) Let $f \in L_{w_{1}}^{q_{1}}\left(\mathbb{R}^{3}\right)^{3} \cap L_{w_{2}}^{q_{2}}\left(\mathbb{R}^{3}\right)^{3}$ such that both $\left(q_{1}, w_{1}\right)$ and $\left(q_{2}, w_{2}\right)$ satisfy the conditions (1.11), and let $u_{1}, u_{2} \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{3}\right)^{3}$ together with corresponding pressure functions $p_{1}, p_{2} \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{3}\right)$ be solutions of (1.5) satisfying (1.12) for $\left(q_{1}, w_{1}\right)$ and $\left(q_{2}, w_{2}\right)$, respectively. Then there are $\alpha, \beta \in \mathbb{R}$ such that $u_{1}$ coincides with $u_{2}$ up to an affine linear field $\alpha e_{3}+\beta \omega \wedge x, \alpha, \beta \in \mathbb{R}$.

Remark 1. Precise definition of $\tilde{A}_{\tau q / 2}^{-}$is given in [30].
Corollary 1. Let the weight function $0 \leq w \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{3}\right)$ be independent of the angular variable $\theta$. Moreover, let $w$ satisfy the following condition depending on $q \in(1, \infty)$ :

$$
\begin{array}{clll}
2 \leq q<\infty: & w^{\tau} \in \widetilde{A}_{\tau q / 2}^{-}(\mathcal{J}) & \text { for some } & \tau \in[1, \infty) \\
1<q<2: & w^{\tau} \in \widetilde{A}_{\tau q / 2}^{-}(\mathcal{J}) & \text { for some } & \tau \in\left(\frac{2}{q}, \frac{2}{2-q}\right] \tag{1.13}
\end{array}
$$

where the weight class $\widetilde{A}_{\tau}^{-}(\mathcal{J}), 1 \leq \tau<\infty$, is defined by

$$
\widetilde{A}_{\tau}^{-}(\mathcal{J})=\widetilde{A}_{\tau}^{-}\left(\mathbb{R}^{3}\right) \cap A_{\tau}(\mathcal{J})
$$

Given $f \in L_{w}^{q}\left(\mathbb{R}^{3}\right)^{3}$ there exists a solution $(u, p) \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{3}\right)^{3} \times L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{3}\right)$ of (1.5) satisfying the estimate

$$
\begin{equation*}
\left\|k \partial_{3} u\right\|_{q, w}+\|(\omega \wedge x) \cdot u-\omega \wedge u\|_{q, w} \leq c\left(1+\frac{k^{5}}{\nu^{5 / 2}|\omega|^{5 / 2}}\right)\|f\|_{q, w} \tag{1.14}
\end{equation*}
$$

with a constant $c=c(q, w)>0$ independent of $\nu, k$ and $\omega$.
We note that the $\omega$-dependent term $1+\frac{k^{5}}{\nu^{5 / 2}|\omega|^{5 / 2}}$ in (1.14) cannot be avoided in general; see [25] for an example in the space $L^{2}\left(\mathbb{R}^{3}\right)$.

As an example of anisotropic weight functions we consider

$$
\begin{equation*}
w(x)=\eta_{\beta}^{\alpha}(x)=(1+|x|)^{\alpha}(1+s(x))^{\beta}, \quad s(x)=\left|\left(x_{1}, x_{2}, x_{3}\right)\right|-x_{3}, \tag{1.15}
\end{equation*}
$$

introduced in [23] to analyze the Oseen equations.

Corollary 2. The a priori estimates (1.12),(1.14) hold for the anisotropic weights $w=$ $\eta_{\beta}^{\alpha}$, see (1.15), provided that

$$
\begin{array}{rllll}
2 \leq q<\infty & :-\frac{q}{2}<\alpha<\frac{q}{2}, & 0 \leq \beta<\frac{q}{2} & \text { and } \quad \alpha+\beta>-1, \\
1<q<2 & :-\frac{q}{2}<\alpha<q-1, & 0 \leq \beta<q-1 & \text { and } \quad \alpha+\beta>-\frac{q}{2} .
\end{array}
$$

Note that the condition $\beta \geq 0$ will reflect the existence of a wake region in the downstream direction $x_{3}>0$, where the solution of the original nonlinear problem (1.1) will decay slower than in the upstream direction $x_{3}<0$.

### 1.1.2 Weak solution

Whole space $\mathbb{R}^{3}$, see [56]
We introduce the following notations. The class $C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$ consists of $C^{\infty}$ functions with compact supports contained in $\mathbb{R}^{3}$. By $L^{q}\left(\mathbb{R}^{3}\right)$ we denote the usual Lebesgue space with norm $\|\cdot\|_{q}$. We define the homogeneous Sobolev spaces

$$
\begin{equation*}
\widehat{W}^{1, q}\left(\mathbb{R}^{3}\right)=\overline{C_{0}^{\infty}\left(\mathbb{R}^{3}\right)}\|\nabla \cdot\|_{q}=\left\{v \in L_{\mathrm{loc}}^{q}\left(\mathbb{R}^{3}\right) ; \nabla v \in L^{q}\left(\mathbb{R}^{3}\right)^{3}\right\} / R . \tag{1.16}
\end{equation*}
$$

Definition 2. Let $1<q<\infty$. Given $f \in \widehat{W}^{-1, q}\left(\mathbb{R}^{3}\right)^{3}$, we call $\{u, p\} \in \widehat{W}^{1, q}\left(\mathbb{R}^{3}\right)^{3} \times$ $L^{q}\left(\mathbb{R}^{3}\right)$ weak solution to (1.5) if
(1) $\quad \nabla \cdot u=0 \quad$ in $\quad L^{q}\left(\mathbb{R}^{3}\right)$,
(2) $(\omega \wedge x) \cdot \nabla u-\omega \wedge u \in \widehat{W}^{-1, q}\left(\mathbb{R}^{3}\right)^{3}$,
$\{u, p\}$ satisfies (1.5) ${ }_{1}$ in the sense of distributions, that is

$$
\begin{gather*}
\nu\langle\nabla u, \nabla \varphi\rangle-\langle(\omega \wedge x) \cdot \nabla u-\omega \wedge u, \varphi\rangle \\
+k\left\langle\frac{\partial u}{\partial x_{3}}, \varphi\right\rangle-\langle p, \nabla \cdot \varphi\rangle=\langle f, \varphi\rangle,  \tag{1.18}\\
\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)^{3} .
\end{gather*}
$$

The main results are the following
Theorem 2. Let $1<q<\infty$ and suppose $f \in \widehat{W}^{-1, q}\left(\mathbb{R}^{3}\right)^{3}$. Then problem (1.5) possesses a weak solution $(u, p) \in \widehat{W}^{1, q}\left(\mathbb{R}^{3}\right)^{3} \times L^{q}\left(\mathbb{R}^{3}\right)$ satisfying the estimate

$$
\begin{equation*}
\|\nabla u\|_{q}+\|p\|_{q}+\|(\omega \wedge x) \cdot \nabla u-\omega \wedge u\|_{-1, q}+\left\|\partial_{3} u\right\|_{-1 . q} \leq C\|f\|_{-1, q}, \tag{1.19}
\end{equation*}
$$

with some $C>0$, which depends on $q$.
Theorem 3. The solution $\{u, p\}$ given by Theorem 2 is unique up to a constant multiple of $\omega$ for $u$.

## $1.2 \quad L^{2}$ setting

Whole space see [57]
We will introduce notation used in this subsection:
Let $\left(L^{2}(\Omega ; w)\right)^{3}$ be the set of measurable vector functions $\mathbf{f}=\left(f_{1}, f_{2}, f_{3}\right)$ in $\Omega$ such that

$$
\|\mathbf{f}\|_{2, \Omega ; w}^{2}=\int_{\Omega}|\mathbf{f}|^{2} w d \mathbf{x}<\infty
$$

We will use the notation $\mathbf{L}_{\alpha, \beta}^{2}(\Omega)$ instead of $\left(L^{2}\left(\Omega ; \eta_{\beta}^{\alpha}\right)\right)^{3}$ and $\|\cdot\|_{2, \alpha, \beta}$ instead of $\|\cdot\|_{\left(L^{2}\left(\Omega ; \eta_{\beta}^{\alpha}\right)\right)^{3}}$.
Let us define the weighted Sobolev space $\mathbf{H}^{1}\left(\Omega ; \eta_{\beta_{0}}^{\alpha_{0}}, \eta_{\beta_{1}}^{\alpha_{1}}\right)$ as the set of functions $\mathbf{u} \in$
$\mathbf{L}_{\alpha_{0}, \beta_{0}}^{2}(\Omega)$ with weak derivatives $\partial_{i} \mathbf{u} \in \mathbf{L}_{\alpha_{1}, \beta_{1}}^{2}(\Omega), i=1,2,3$. The standard norm of $\mathbf{u} \in \mathbf{H}^{1}\left(\Omega ; \eta_{\beta_{0}}^{\alpha_{0}}, \eta_{\beta_{1}}^{\alpha_{1}}\right)$ is given by

$$
\|\mathbf{u}\|_{\mathbf{H}^{1}\left(\Omega ; \eta_{\beta_{0}}, \eta_{\beta_{1}}^{\alpha_{1}}\right)}=\left(\int_{\Omega}|\mathbf{u}|^{2} \eta_{\beta_{0}}^{\alpha_{0}} d \mathbf{x}+\int_{\Omega}|\nabla \mathbf{u}|^{2} \eta_{\beta_{1}}^{\alpha_{1}} d \mathbf{x}\right)^{1 / 2}
$$

As usual, $\stackrel{\circ}{\mathbf{H}}^{1}\left(\Omega ; \eta_{\beta_{0}}^{\alpha_{0}}, \eta_{\beta_{1}}^{\alpha_{1}}\right)$ will be the closure of $\mathbf{C}_{0}^{\infty}(\Omega)$ in $\mathbf{H}^{1}\left(\Omega ; \eta_{\beta_{0}}^{\alpha_{0}}, \eta_{\beta_{1}}^{\alpha_{1}}\right)$, where $\mathbf{C}_{0}^{\infty}(\Omega)$ is $\left(C_{0}^{\infty}(\Omega)\right)^{3}$.

For simplicity, we shall use the following abbreviations:
$\mathbf{L}_{\alpha, \beta}^{2}(\Omega)$ instead of $\left(L^{2}\left(\Omega ; \eta_{\beta}^{\alpha}\right)\right)^{3}\|\cdot\|_{2, \alpha, \beta}$ instead of $\|\cdot\|_{\left(L^{2}\left(\Omega ; \eta_{\beta}^{\alpha}\right)\right)^{3}}, \stackrel{\circ}{\mathbf{H}}_{\alpha, \beta}^{1}(\Omega)$ instead of $\dot{\mathbf{H}}^{1}\left(\Omega ; \eta_{\beta-1}^{\alpha-1}, \eta_{\beta}^{\alpha}\right), \mathbf{V}_{\alpha, \beta}(\Omega)$ instead of $\stackrel{\circ}{\mathbf{H}}^{1}\left(\Omega ; \eta_{\beta}^{\alpha-1}, \eta_{\beta}^{\alpha}\right)$.

We shall use these last two Hilbert spaces for $\alpha \geq 0, \beta>0, \alpha+\beta<3$.
We will consider the nohomogeneous case div $u=g$.
Theorem 4. (Existence and uniqueness) Let $0<\beta \leq 1,0 \leq \alpha<y_{1} \beta$ with $y_{1}$ will be given in see [57]. Moreover, let $\mathbf{f} \in \mathbf{L}_{\alpha+1, \beta}^{2}, g \in W_{0}^{1,2}$ with $\operatorname{supp} g=K \subset \subset \mathbb{R}^{3}$, and $\int_{\mathbb{R}^{3}} g d \mathbf{x}=0$. Then there exists a unique weak solution $\{\mathbf{u}, p\}$ of the problem (1.5) such that $\mathbf{u} \in \mathbf{V}_{\alpha, \beta}, p \in L_{\alpha, \beta-1}^{2}, \nabla p \in \mathbf{L}_{\alpha+1, \beta}^{2}$ and

$$
\|\mathbf{u}\|_{2, \alpha-1, \beta}+\|\nabla \mathbf{u}\|_{2, \alpha, \beta}+\|p\|_{2, \alpha, \beta-1}+\|\nabla p\|_{2, \alpha+1, \beta} \leq C\left(\|\mathbf{f}\|_{2, \alpha+1, \beta}+\|g\|_{1,2}\right) .
$$

An exterior domain see [57]

Theorem 5. Let $\Omega \subset \mathbb{R}^{3}$ be an exterior domain and $0<\beta \leq 1,0 \leq \alpha<y_{1} \cdot \beta ; y_{1}$ is given see [57], $\mathbf{f} \in \mathbf{L}_{\alpha+1, \beta}^{2}(\Omega), g \in W_{0}^{1,2}(\Omega)$, with $\operatorname{supp} g=K \subset \subset \Omega$ and $\int_{\Omega} g d \mathbf{x}=0$. Then there exists a weak solution $\{\mathbf{u}, p\}$ of the problem (1.5) such that $\mathbf{u} \in \mathbf{V}_{\alpha, \beta}(\bar{\Omega})$, $p \in L_{\alpha, \beta-1}^{2}(\Omega), \nabla p \in \mathbf{L}_{\alpha+1, \beta}^{2}(\Omega)$, and

$$
\|\mathbf{u}\|_{2, \alpha-1, \beta}+\|\nabla \mathbf{u}\|_{2, \alpha, \beta}+\|p\|_{2, \alpha, \beta-1}+\|\nabla p\|_{2, \alpha+1, \beta} \leq C\left(\|\mathbf{f}\|_{2, \alpha+1, \beta}+\|g\|_{1,2}\right) .
$$

## 2 Asymptotic behavior of the motion of viscous fluid around a translating and rotating body

For more details see [17].
We consider a stationary linearized variant of (1.3) given by

$$
\begin{equation*}
-\Delta u-(U+\omega \times x) \cdot \nabla u+\omega \times u+\nabla \pi=f, \quad \operatorname{div} u=0 \quad \text { in } \Omega, \tag{2.1}
\end{equation*}
$$

under the assumption that $U$ and $\omega$ are parallel. We derive a representation formula for the velocity part $u$ of a solution $(u, \pi)$ to (2.1). This formula is based on a fundamental
solution to (2.1) proposed by Guenther and Thomann in the article [45] where they construct the fundamental solution to a linearized version of the time-dependent problem (1.3). On [45, page 20], they indicate that by integrating this solution with respect to time on $(0, \infty)$, a fundamental solution to (2.1) is obtained. Using our representation formula we prove the asymptotic behavior of the solution.

The result was motivated by references [42, 43], where the linear stationary problem (2.1) as well as the nonlinear stationary variant of (1.3),

$$
\begin{align*}
& -\Delta u-(U+\omega \times x) \cdot \nabla u+\omega \times u+(u \cdot \nabla) u+\nabla \pi=f, \quad \operatorname{div} u=0  \tag{2.2}\\
& \quad \text { in } \Omega=\mathbb{R}^{3} \backslash \overline{\mathfrak{D}}
\end{align*}
$$

are considered. It is shown in [42] under suitable assumptions on the data, and in the case of (2.2) additionally under some smallness conditions, that solutions to respectively (2.1) and (2.2) exist in certain Sobolev spaces. These solutions are unique in the space of functions $(v, \varrho)$ satisfying relation

$$
\sup \left\{|v(x)| \cdot|x|: x \in \mathbb{R}^{3} \backslash B_{S}\right\}<\infty \quad \text { for some } S>0 \text { with } \overline{\mathfrak{D}} \subset B_{S}
$$

Article [43] further shows that under additional assumptions on the data, and after some change of variables, the solutions $(u, \pi)$ constructed in [42] verify relations

$$
\begin{align*}
& \sup \left\{|u(x)| \cdot|x| \cdot\left(1+R e \cdot\left(|x|+x_{1}\right)\right): x \in \mathbb{R}^{3} \backslash B_{S}\right\}<\infty  \tag{2.3}\\
& \quad \sup \left\{|\nabla u(x)| \cdot|x|^{3 / 2} \cdot\left(1+R e \cdot\left(|x|+x_{1}\right)\right)^{3 / 2}: x \in \mathbb{R}^{3} \backslash B_{S}\right\}<\infty .
\end{align*}
$$

### 2.1 Notations, definitions and auxiliary results.

If $x, y \in \mathbb{R}^{3}$, we write $x \times y$ for the usual vector product of $x$ and $y$. The open ball centered at $x \in \mathbb{R}^{3}$ and with radius $r>0$ is denoted by $B_{r}(x)$. If $x=0$, we will write $B_{r}$ instead of $B_{r}(0)$. The symbol $|\cdot|$ will be used to denote the Euclidean norm of $\mathbb{R}^{3}$, and it will also stand for the length $\alpha_{1}+\alpha_{2}+\alpha_{3}$ of a multiindex $\alpha \in \mathbb{N}_{0}^{3}$.

We fix vectors $U, \omega \in \mathbb{R}^{3} \backslash\{0\}$ which are parallel: $U=\varrho \cdot \omega$ for some $\varrho \in \mathbb{R} \backslash\{0\}$. By the symbol $\mathfrak{C}$, we denote constants depending only on $U$ and $\omega$. We write $\mathfrak{C}\left(\gamma_{1}, \ldots, \gamma_{n}\right)$ for constants which additionally depend on quantities $\gamma_{1}, \ldots, \gamma_{n} \in \mathbb{R}$, for some $n \in \mathbb{N}$. We further fix an open bounded set $\mathfrak{D}$ in $\mathbb{R}^{3}$ with Lipschitz boundary $\partial \mathfrak{D}$, the outward unit normal to $\mathfrak{D}$ is denoted by $n^{(\mathfrak{D})}$. For $T \in(0, \infty)$, put $\mathfrak{D}_{T}:=B_{T} \backslash \overline{\mathfrak{D}}$ ("truncated exterior domain").

Define the matrix $\Sigma$ by

$$
\Sigma:=\left(\begin{array}{rrr}
0 & -\omega_{3} & \omega_{2} \\
\omega_{3} & 0 & -\omega_{1} \\
-\omega_{2} & \omega_{1} & 0
\end{array}\right)
$$

such that $\omega \times x=\Sigma \cdot x$ for $x \in \mathbb{R}^{3}$. For open sets $V \subset \mathbb{R}^{3}$, sufficiently smooth functions $w: V \mapsto \mathbb{R}^{3}$, and for $z \in V$, we set

$$
\begin{equation*}
L(w)(z):=-\Delta w(z)-(U+\omega \times z) \cdot \nabla w(z)+\omega \times w(z) \tag{2.4}
\end{equation*}
$$

Let $K$ denote the usual fundamental solution to the heat equation, that is,

$$
K(z, t):=(4 \cdot \pi \cdot t)^{-3 / 2} \cdot \mathrm{e}^{-|z|^{2} /(4 \cdot t)} \quad \text { for } z \in \mathbb{R}^{3}, t \in(0, \infty) .
$$

In order to introduce the fundamental solution constructed by Guenther, Thomann [45] for the linearized variant of (1.3), we define matrices

$$
\begin{aligned}
& G^{(1)}(y, z, t):=\left(\delta_{j k}-(y-z(t))_{j} \cdot(y-z(t))_{k} \cdot|y-z(t)|^{-2}\right)_{1 \leq j, k \leq 3} \cdot \mathrm{e}^{-t \cdot \Omega} \\
& G^{(2)}(y, z, t):=\left(\delta_{j k} / 3-(y-z(t))_{j} \cdot(y-z(t))_{k} \cdot|y-z(t)|^{-2}\right)_{1 \leq j, k \leq 3} \cdot \mathrm{e}^{-t \cdot \Omega}
\end{aligned}
$$

for $y, z \in \mathbb{R}^{3}, t \in(0, \infty)$ with $y \neq z(t)$. Here and in the rest of this paper, we use the abbreviation

$$
\begin{equation*}
z(t):=\mathrm{e}^{-t \cdot \Omega} \cdot z-t \cdot U \quad \text { for } z \in \mathbb{R}^{3}, t \in[0, \infty) \tag{2.5}
\end{equation*}
$$

The Kummer function ${ }_{1} F_{1}(1, c, u)$ appearing in the following is defined by

$$
{ }_{1} F_{1}(1, c, u):=\sum_{n=0}^{\infty}(\Gamma(c) / \Gamma(n+c)) \cdot u^{n} \quad \text { for } u \in \mathbb{R}, c \in(0, \infty) \text {, }
$$

where the letter $\Gamma$ denotes the usual Gamma function. As in [45], the same letter $\Gamma$ is used to denote the fundamental solution introduced in that latter reference for a linearized version of (1.3). This fundamental solution reads

$$
\begin{aligned}
& \Gamma_{j k}(y, z, t) \\
& :=K(y-z(t), t) \cdot\left(G^{(1)}(y, z, t)-{ }_{1} F_{1}\left(1,5 / 2,|y-z(t)|^{2} /(4 \cdot t)\right) \cdot G^{(2)}(y, z, t)\right)_{j k}
\end{aligned}
$$

for $y, z \in \mathbb{R}^{3}, t \in(0, \infty)$ with $y \neq z(t), j, k \in\{1,2,3\}$.
The following estimates of $|y-z(t)|$ will play a fundamental role in our argument.
Lemma 1. The relation $\left|\mathrm{e}^{-t \cdot \Omega} \cdot v\right|=|v|$ holds for $v \in \mathbb{R}^{3}$.
Let $R \in(0, \infty), y, z \in B_{R}$ with $y \neq z, t \in(0, \infty)$ with

$$
t \leq \min \{|y-z| /(2 \cdot|U|),|y-z| /(24 \cdot|\omega| \cdot R),(\arccos (3 / 4)) /|\omega|\} .
$$

Then $|y-z(t)| \geq|y-z| / 12$.

### 2.2 Main theorems

Theorem 6. Let $u \in C^{2}(\Omega)^{3}, \pi \in C^{1}(\Omega), f \in C^{0}(\Omega)^{3}$ with $f=L(u)+\nabla \pi$. Suppose there is $S>0$ with
$\mathfrak{D} \subset B_{S}$ such that

$$
\int_{\mathbb{R}^{3} \backslash B_{S}}|z|^{-1 / 2} \cdot|f(z)| d z<\infty, \quad \int_{\mathbb{R}^{3} \backslash B_{S}}|z|^{-2} \cdot|\operatorname{div} u(z)| d z<\infty .
$$

Further suppose there is a sequence $\left(R_{n}\right)$ in $(S, \infty)$ such that

$$
R_{n}^{-1 / 2} \cdot \int_{\partial B_{R_{n}}}(|\nabla u(z)|+|\pi(z)|+|u(z)|) d o_{z}+R_{n}^{-2} \cdot \int_{\partial B_{R_{n}}}|\operatorname{div} u(z)| d o_{z} \longrightarrow 0
$$

for $n \rightarrow \infty$. Let $j \in\{1,2,3\}, y \in \Omega$. Then

$$
\begin{aligned}
& u_{j}(y) \\
& =\int_{\mathbb{R}^{3} \backslash \overline{\mathfrak{D}}}\left(\sum_{k=1}^{3} \int_{0}^{\infty} \Gamma_{j k}(y, z, t) d t \cdot f_{k}(z)\right. \\
& \left.\quad+(4 \pi)^{-1} \cdot(y-z)_{j} \cdot|y-z|^{-3} \cdot \operatorname{div} u(z)\right) d z
\end{aligned} \quad \begin{aligned}
& -\int_{\partial \mathfrak{D}} \sum_{k=1}^{3}\left[\begin{array}{l}
\quad \sum_{l=1}^{3}\left(\int_{0}^{\infty} \Gamma_{j k}(y, z, t) d t \cdot\left(\partial_{l} u_{k}(z)-\delta_{k l} \cdot \pi(z)+u_{k}(z) \cdot(U+\omega \times z)_{l}\right)\right. \\
\left.\quad-\int_{0}^{\infty} \partial_{z_{l}} \Gamma_{j k}(y, z, t) d t \cdot u_{k}(z)\right) \cdot n_{l}^{(\mathfrak{D})}(z) \\
\left.\quad-(4 \cdot \pi)^{-1} \cdot(y-z)_{j} \cdot|y-z|^{-3} \cdot u_{k}(z) \cdot n_{k}^{(\mathfrak{D})}(z)\right] d o_{z} .
\end{array}\right.
\end{aligned}
$$

## Definition 2.

Let $p \in(1, \infty)$. Define $\mathfrak{M}_{p}$ as the space of all pairs of functions $(u, \pi)$ such that $u \in W_{l o c}^{2, p}\left(\overline{\mathfrak{D}}^{c}\right)^{3}, \pi \in W_{l o c}^{1, p}\left(\overline{\mathfrak{D}}^{c}\right)$,

$$
\begin{gather*}
u\left|\mathfrak{D}_{T} \in W^{1, p}\left(\mathfrak{D}_{T}\right)^{3}, \quad \pi\right| \mathfrak{D}_{T} \in L^{p}\left(\mathfrak{D}_{T}\right), \quad u \mid \partial \mathfrak{D} \in W^{2-1 / p, p}(\partial \mathfrak{D})^{3},  \tag{2.6}\\
\operatorname{div} u\left|\mathfrak{D}_{T} \in W^{1, p}\left(\mathfrak{D}_{T}\right), \quad L(u)+\nabla \pi\right| \mathfrak{D}_{T} \in L^{p}\left(\mathfrak{D}_{T}\right)^{3}
\end{gather*}
$$

for some $T \in(0, \infty)$ with $\overline{\mathfrak{D}} \subset B_{T}$.
Theorem 7. Let $p \in(1, \infty),(u, \pi) \in \mathfrak{M}_{p}$. Put $F:=L(u)+\nabla \pi$. Suppose there are numbers $S_{1}, S, \gamma \in(0, \infty), A \in[2, \infty), B \in \mathbb{R}$ such that $S_{1}<S, \overline{\mathfrak{D}} \subset B_{S_{1}}$,

$$
\begin{aligned}
& u\left|B_{S}^{c} \in L^{6}\left(B_{S}^{c}\right)^{3}, \quad \nabla u\right| B_{S}^{c} \in L^{2}\left(B_{S}^{c}\right)^{9}, \quad \pi \mid B_{S}^{c} \in L^{2}\left(B_{S}^{c}\right), \quad \operatorname{supp}(\operatorname{div} u) \subset B_{S_{1}}, \\
& A+\min \{1, B\} \geq 3,|F(z)| \leq \gamma|z|^{-A} s_{\tau}(z)^{-B} \text { for } z \in B_{S_{1}}^{c},
\end{aligned}
$$

where

$$
s_{\tau}(x):=1+\tau\left(|x|-x_{1}\right) \quad \text { for } x \in \mathbb{R}^{3} .
$$

Put $\delta:=\operatorname{dist}\left(\overline{\mathfrak{D}}, \partial B_{S}\right)$. Let $i, j \in\{1,2,3\}, y \in B_{S}^{c}$. Then

$$
\left.\begin{array}{rl}
\left|u_{j}(y)\right| \leq & \mathfrak{C}\left(S, S_{1}, A, B, \delta\right)\left(\gamma+\left\|F\left|B_{S_{1}}\left\|_{1}+\right\| \operatorname{div} u\left\|_{1}+\right\| \nabla u\right| \partial \mathfrak{D}\right\|_{1}\right. \\
& \left.+\left\|\pi\left|\partial \mathfrak{D}\left\|_{1}+\widetilde{C}(\mathfrak{D}, p)\right\| u\right| \partial \mathfrak{D}\right\|_{2-1 / p, p}\right)\left(|y| s_{\tau}(y)\right)^{-1} l_{A, B}(y)
\end{array}\right\} \begin{aligned}
& \left|\partial_{i} u_{j}(y)\right| \\
& \leq \mathfrak{C}\left(S, S_{1}, A, B, \delta\right)\left(\gamma+\left\|F\left|B_{S_{1}}\left\|_{1}+\right\| \operatorname{div} u\left\|_{1}+\right\| \nabla u\right| \partial \mathfrak{D}\right\|_{1}+\|\pi \mid \partial \mathfrak{D}\|_{1}\right.  \tag{2.8}\\
& \left.\quad+\widetilde{C}(\mathfrak{D}, p)\|u \mid \partial \mathfrak{D}\|_{2-1 / p, p}\right)\left(|y| s_{\tau}(y)\right)^{-3 / 2} s_{\tau}(y)^{\max (0,7 / 2-A-B)} l_{A, B}(y),
\end{aligned}
$$

where $\widetilde{C}(\mathfrak{D}, p)$ was introduced in ([17] Lemma 5.2) and function $l_{A, B}(y)$ see ([17], Theorem 3.3). If the assumption $\operatorname{supp}(\operatorname{div} u) \subset B_{S_{1}}$ is replaced by the condition

$$
|\operatorname{div} u(z)| \leq \widetilde{\gamma}|z|^{-C}{ }_{s_{\tau}}(z)^{-D} \quad \text { for } z \in B_{S_{1}}^{c}
$$

for some $\widetilde{\gamma} \in(0, \infty), C \in(5 / 2, \infty), D \in \mathbb{R}$ with $C+\min \{1, D\}>3$, then inequality (2.7) remains valid if the term $\|\operatorname{div} u\|_{1}$ on the right-hand side of (2.7) is replaced by $\widetilde{\gamma}+\left\|\operatorname{div} u \mid B_{S_{1}}\right\|_{1}$. Of course, in that case the constant in (2.7) additionally depends on $C$ and $D$.

In the next theorem, we present an asymptotic profile of $u$ for the case that $L(u)+\nabla \pi$ and $\operatorname{div} u$ have compact support.

Theorem 8. Let $p \in(1, \infty),(u, \pi) \in \mathfrak{M}_{p}, S, S_{1} \in(0, \infty)$ with $S_{1}<S$, and put $F:=L(u)+\nabla \pi$. Suppose that

$$
\begin{aligned}
& \overline{\mathfrak{D}} \cup \operatorname{supp}(F) \cup \operatorname{supp}(\operatorname{div} u) \subset B_{S_{1}}, \\
& u\left|B_{S}^{c} \in L^{6}\left(B_{S}^{c}\right)^{3}, \quad \nabla u\right| B_{S}^{c} \in L^{2}\left(B_{S}^{c}\right)^{9}, \pi \mid B_{S}^{c} \in L^{2}\left(B_{s}^{c}\right) .
\end{aligned}
$$

Then there are coefficients $\beta_{1}, \beta_{2}, \beta_{3} \in \mathbb{R}$ and functions $\mathfrak{F}_{1}, \mathfrak{F}_{2}, \mathfrak{F}_{3} \in C^{0}\left(B_{S}^{c}\right)$ such that for $j \in\{1,2,3\}, y \in B_{S}^{c}$,

$$
\begin{equation*}
u_{j}(y)=\sum_{k=1}^{3} \beta_{k} \mathfrak{Z}_{j k}(y, 0)+\left(\int_{\partial \mathfrak{D}} u \cdot n^{(\mathfrak{D})} d o_{z}+\int_{B_{S_{1}}} \operatorname{div} u d z\right) E_{4 j}(y)+\mathfrak{F}_{j}(y) \tag{2.9}
\end{equation*}
$$

and

$$
\begin{array}{r}
\left|\mathfrak{F}_{j}(y)\right| \leq \mathfrak{C}\left(S, S_{1}\right)\left(\|F\|_{1}+\|\operatorname{div} u\|_{1}+\left\|\nabla u\left|\partial \mathfrak{D}\left\|_{1}+\right\| \pi\right| \partial \mathfrak{D}\right\|_{1}\right.  \tag{2.10}\\
\left.+C(\mathfrak{D}, p)\|u \mid \partial \mathfrak{D}\|_{2-1 / p, p}\right)\left(|y| s_{\tau}(y)\right)^{-3 / 2}
\end{array}
$$

where $C(\mathfrak{D}, p)>0$ only depends on $\mathfrak{D}$ and $p$. (Note that $\left|E_{4 j}(y)\right| \leq \mathfrak{C}|y|^{-2}$ and $|y|^{-2} \leq$ $\mathfrak{C}(S)\left(|y| s_{\tau}(y)\right)^{-1}$ for $y \in B_{S}^{c}$; (see Lemma 2.4 [17].)

Finally we obtain a representation formula for weak solutions of the stationary NavierStokes system with Oseen and rotational terms.
Theorem 9. Let $u \in W_{c o c}^{1,1}\left(\overline{\mathfrak{D}}^{c}\right)^{3} \cap L^{6}(\overline{\mathfrak{D}})^{3}$ with $\nabla u \in L^{2}(\overline{\mathfrak{D}})^{9}$. Let $\pi \in L^{2}(\overline{\mathfrak{D}}), p \in$ $(1, \infty), q \in(1,2), f: \overline{\mathfrak{D}}^{c i c} \mapsto \mathbb{R}^{3}$ a function with $f \mid \mathfrak{D}_{T} \in L^{p}\left(\mathfrak{D}_{T}\right)^{3}$ for $T \in(0, \infty)$ with $\overline{\mathfrak{D}} \subset B_{T}, f \mid B_{S}^{c} \in L^{q}\left(B_{S}^{c}\right)^{3}$ for some $S \in(0, \infty)$ with $\overline{\mathfrak{D}} \subset B_{S}$.

Suppose that the pair $(u, \pi)$ is a weak solution of the Navier-Stokes system with Oseen and rotational terms, and with right-hand side $f$, that is,

$$
\begin{aligned}
& \int_{\overline{\mathfrak{D}}^{c}}\left(\nabla u \cdot \nabla \varphi+\left(\tau(u \cdot \nabla) u+\tau \partial_{1} u-(\omega \times z) \cdot \nabla u+\omega \times u\right) \cdot \varphi+\pi \operatorname{div} \varphi\right) d z \\
& =\int_{\mathfrak{D}^{c}} f \cdot \varphi d z \quad \text { for } \varphi \in C_{0}^{\infty}\left(\overline{\mathfrak{D}}^{c}\right)^{3}, \quad \operatorname{div} u=0 .
\end{aligned}
$$

Then

$$
\begin{equation*}
u_{j}(y)=\mathfrak{R}_{j}(f-\tau(u \cdot \nabla) u)(y)+\mathfrak{B}_{j}(u, \pi)(y) \tag{2.11}
\end{equation*}
$$

for $j \in\{1,2,3\}$, a.e. $y \in \overline{\mathfrak{D}}^{c}$, .
For definition of $E_{4 j}(x), \mathfrak{Z}_{j k}(y, z), \mathfrak{R}(f), \mathfrak{B}_{j}(y)$ see [17].

## 3 Asymptotic behavior of the viscous fluids in the presence of Coriolis forces

For more details see [69].

### 3.1 Stokes problem in the whole space $\mathbb{R}^{3}$

We consider the Stokes problem with the Coriolis force in the whole space $\mathbb{R}^{3}$. The system reads

$$
\begin{align*}
-\mu \Delta u+\omega \times u & =\nabla p+f  \tag{3.1}\\
\operatorname{div} u & =0
\end{align*}
$$

where $\omega$ is given and we set $\omega=\lambda g, \lambda>0$. We assume for the simplicity that $g=e_{2}$. The motivation of the problem can be found in the work of Weinberger see [80, 81].

Theorem 10. Let $f \in L^{q}\left(\mathbb{R}^{3}\right), 1<q<\infty$, there exists a pair of functions $(u, p)$ with $u_{1}, u_{3} \in L^{q}\left(\mathbb{R}^{3}\right), u \in D^{2, q}\left(\mathbb{R}^{3}\right), \nabla p \in L^{q}\left(\mathbb{R}^{3}\right)$ satisfying the Stokes system (3.1) and moreover

$$
\begin{equation*}
|u|_{2, q}+|p|_{1, q}+\left\|u_{1}\right\|_{q}+\left\|u_{2}\right\|_{q} \leq c\|f\|_{q} . \tag{3.2}
\end{equation*}
$$

Further, if $1<q<3$ then

$$
\begin{equation*}
\left|u_{i}\right|_{1, q}+\left|u_{2}\right|_{1,3 q /(3-q)}+|u|_{2, q}+|p|_{1, q}+\left\|u_{1}\right\|_{q}+\left\|u_{2}\right\|_{q} \leq c\|f\|_{q}, i=1,3 \tag{3.3}
\end{equation*}
$$

Finally, if $1<q<3 / 2$ then

$$
\begin{equation*}
\left|u_{i}\right|_{1, q}+\left\|u_{i}\right\|_{q}+\left|u_{2}\right|_{1,3 q /(3-q)}+\left|u_{2}\right|_{3 q /(3-2 q)}+|u|_{2, q}+|p|_{1, q} \leq c\|f\|_{q}, i=1,3 . \tag{3.4}
\end{equation*}
$$

### 3.2 Stokes problem in an exterior domain

We consider the Stokes problem in an exterior domain $\Omega$ of class $C^{m+2}, m \geq 0$ with data $f \in C_{0}^{\infty}(\bar{\Omega}), v_{*} \in W^{m+2-1 / q, q}(\partial \Omega)$. The governing equations are

$$
\begin{align*}
-\mu \Delta u+\lambda g \times u & =\nabla p+f, \\
\operatorname{div} u & =0,  \tag{3.5}\\
\left.u\right|_{\partial \Omega} & =v_{*}, \\
\lim _{x \rightarrow \infty} u & =0 .
\end{align*}
$$

Theorem 11. Let $\Omega$ be an exterior domain in $\mathbb{R}^{3}$ of class $C^{m+2}, m \geq 0$. Given $f \in$ $W^{m, p}(\Omega), v_{*} \in W^{m+2-1 / q, q}(\partial \Omega), 1<q<3 / 2$ there exists one and only one solution $(u, p)$ to the Stokes problem such that

$$
\begin{align*}
& u_{i}-v_{* i} \in W^{m, q}(\Omega) \cap\left\{\bigcap_{l=0}^{m}\left[D^{l+1, q}(\Omega) \cap D^{l+2, q}\right]\right\}, i=1,3, \\
& u_{2}-v_{* 2} \in W^{m, 3 q /(3-2 q)}(\Omega) \cap\left\{\bigcap_{l=0}^{m}\left[D^{l+1,3 q /(3-q)}(\Omega) \cap D^{l+2, q}\right]\right\},  \tag{3.6}\\
& p \in \bigcap_{l=0}^{m} D^{l+1, q}(\Omega) .
\end{align*}
$$

Moreover, ( $u, p$ ) satisfy

$$
\begin{align*}
& \left\|u_{i}\right\|_{m, q}+\left\|u_{2}\right\|_{m, 3 q /(3-2 q)}+\sum_{i=0}^{m}\left\{\left|u_{i}\left\|_{l+1, q}+\right\| u_{2} \|_{l+1,3 q /(3-q)}+|u|_{l+2, q}+|p|_{l+1, q}\right\}\right. \\
& \leq c\left(\|f\|_{m, q}+\left\|v_{*}\right\|_{m+2-1 / q, q, \partial \Omega}\right), i=1,3 \tag{3.7}
\end{align*}
$$

where c depends on $m, n, q, \Omega$. Moreover, let $f \in L^{1}(\Omega)$ then for $x \in B_{1}$ (by $B_{1}$ we denote the ball with radius 1 and $B_{1}^{c}$ its complement)

$$
\begin{align*}
& |u(x)| \leq c_{m, n}|x|^{-1}  \tag{3.8}\\
& \left|D^{\beta} u(x)\right| \leq c_{m, n}|x|^{-1-\beta}, 0<|\beta| \geq 2
\end{align*}
$$

and for $x \in B_{1}^{c}, 0 \leq \beta \leq 2$

$$
\begin{equation*}
\left|D^{\beta} u(x)\right| \leq c_{m, n}|x|^{-2-\beta} . \tag{3.9}
\end{equation*}
$$

### 3.3 Oseen problem in the whole space $\mathbb{R}^{3}$

We investigate the Oseen problem with the Coriolis force in the whole space $\mathbb{R}^{3}$. The system reads

$$
\begin{align*}
\frac{\partial u}{\partial x_{2}}-\mu \Delta u+\lambda g \times u & =\nabla p+f  \tag{3.10}\\
\operatorname{div} u & =0
\end{align*}
$$

We assume for the simplicity $g=e_{2}$.
Theorem 12. Let $f \in L^{q}\left(\mathbb{R}^{3}\right), 1<q<\infty$, there exists a pair of functions $(u, p)$ with $u_{1}, u_{3}, \partial u / \partial x_{2} \in L^{q}\left(\mathbb{R}^{3}\right), u \in D^{2, q}\left(\mathbb{R}^{3}\right), \nabla p \in L^{q}\left(\mathbb{R}^{3}\right)$ satisfying the Oseen system (3.10) and moreover

$$
\begin{equation*}
\left\|\frac{\partial u}{\partial x_{2}}\right\|_{q}+\left\|\frac{\partial u_{i}}{\partial x_{l}}\right\|_{q}+|p|_{1, q}+\left\|u_{1}\right\|_{q}+\left\|u_{2}\right\|_{q} \leq c\|f\|_{q}, i=1,3 . \tag{3.11}
\end{equation*}
$$

Further, if $1<q<4$ then

$$
\begin{equation*}
\left|u_{i}\right|_{1, q}+\left|u_{2}\right|_{1,4 q /(4-q)}+|u|_{2, q}+|p|_{1, q}+\left\|\frac{\partial u}{\partial x_{2}}\right\|_{q}+\left\|\frac{\partial u_{i}}{\partial x_{l}}\right\|_{q} \leq c\|f\|_{q}, i, l=1,3 . \tag{3.12}
\end{equation*}
$$

Finally, if $1<q<2$ then

$$
\begin{equation*}
\left|u_{i}\right|_{1, q}+\left|u_{2}\right|_{1,4 q /(4-q)}+\left|u_{2}\right|_{2 q /(2-q)}+|u|_{2, q}+|p|_{1, q}+\left\|\frac{\partial u}{\partial x_{2}}\right\|_{q}+\left\|\frac{\partial u_{i}}{\partial x_{l}}\right\|_{q} \leq c\|f\|_{q}, i, l=1,3 . \tag{3.13}
\end{equation*}
$$

### 3.4 Oseen problem in an exterior domain

We consider the Oseen problem in an exterior domain $\Omega$ of class $C^{m+2}, m \geq 0$ with data $f \in C_{0}^{\infty}(\bar{\Omega}), v_{*} \in W^{m+2-1 / q, q}(\partial \Omega), v_{\infty} \neq 0$. The governing equations are

$$
\begin{align*}
\frac{\partial u}{\partial x_{2}}-\mu \Delta u+\lambda g \times u & =\nabla p+f \\
\operatorname{div} u & =0  \tag{3.14}\\
\left.u\right|_{\partial \Omega} & =v_{*} \\
\lim _{|x| \rightarrow \infty} u & =v_{\infty}
\end{align*}
$$

Theorem 13. Let $\Omega$ be an exterior domain in $\mathbb{R}^{3}$ of class $C^{m+2}, m \geq 0$. Given $f \in$ $W^{m, p}(\Omega), v_{*} \in W^{m+2-1 / q, q}(\partial \Omega), 1<q<2, v_{\infty} \in R^{3}$ there exists one and only one solution $(u, p)$ to the Oseen problem such that

$$
\begin{align*}
& u_{i}-v_{* i} \in W^{m, q}(\Omega) \cap\left\{\bigcap_{l=0}^{m}\left[D^{l+1, q}(\Omega) \cap D^{l+2, q}\right]\right\}, i=1,3, \\
& u_{2}-v_{* 2} \in W^{m, 2 q /(2-q)}(\Omega) \cap\left\{\bigcap_{l=0}^{m}\left[D^{l+2, q}\right]\right\}, \\
& \frac{\partial u}{\partial x_{2}} \in W^{m, q}(\Omega),  \tag{3.15}\\
& \frac{\partial u_{2}}{\partial x_{l}} \in W^{m, 4 q /(4-q)}(\Omega), \\
& p \in \bigcap_{l=0}^{m} D^{l+1, q}(\Omega) .
\end{align*}
$$

Moreover, ( $u, p$ ) satisfy

$$
\begin{align*}
& \left\|u_{i}-v_{\infty i}\right\|_{m, q}+\left\|u_{2}-v_{\infty 2}\right\|_{m, 2 q /(2-q)}+\sum_{i=0}^{m}\left\{\left|u_{i}\left\|_{l+1, q}+\right\| \frac{\partial u_{2}}{\partial x_{l}} \|_{l, 4 q /(4-q)}+|u|_{l+2, q}+|p|_{l+1, q}\right\}\right. \\
& \leq c\left(\|f\|_{m, q}+\left\|v_{*}-v_{\infty}\right\|_{m+2-1 / q, q, \partial \Omega}\right), i, l=1,3 \tag{3.16}
\end{align*}
$$

where c depends on $m, n, q, \Omega$.

## 4 Compressible motion

There are several results concerning one dimensional situation, let us mention work of Kazhikov and Shelukhin in 1977 [53], who firstly proved the global existence in one dimension for smooth initial data and for discontinuous data we can refer to work of Serre and Hoff see [73, 47]. The significant progress was made during last twenty years on the compressible Navier-Stokes system or Navier-Stokes-Fourier system in dimension 2 and 3. We mention the work of Matsumura, Nishida [63, 64, 65] and fundamental work of P. L. Lions [61] which was extended by Feireisl [33, 34, 35]. We would like to mention that for large initial data the global existence and large-time behavior of solutions to the Navier-Stokes-Fourier system have also been obtained in the spherically symmetric case (see [48, 47, 37]). For other references see [50, 51, 62, 70, 75, 76, 77]. In case when viscosity coefficients dependent on the density and viscosity coefficients vanish on vacuum and new entropy inequality was proved to provide the regularity for the density see Bresch and Desjardins [11, 12].

Recently Mellet and Vasseur [66] proved the existence of a solution for the barotropic Navier-Stokes system, when the viscosity coefficients are density dependent functions related by the Bresch-Desjardins relation [11], [12], for any "physical" adiabatic exponent $\gamma>1$.

### 4.1 Free boundary problem for the equation of one-dimensional motion of compressible gas with density-dependent viscosity isentropic case

For more details see [70].

In this part we consider the following system of equations

$$
\left\{\begin{array}{l}
\frac{\partial \rho}{\partial t}+\frac{\partial(\rho u)}{\partial \xi}=0  \tag{4.1}\\
\frac{\partial}{\partial t}(\rho u)+\frac{\partial}{\partial \xi}\left(\rho u^{2}+p\right)=\frac{\partial}{\partial \xi}\left(\mu \frac{\partial u}{\partial \xi}\right)-\rho g
\end{array}\right.
$$

where $t>0,0<\xi<y(t)$. The unknown functions $\rho, u$ represent the density and the velocity, respectively, $p=a \rho^{\gamma}$ and $\mu=b \rho^{\beta}$ are the pressure and the viscosity coefficient, $a, b$ are positive constants, $\gamma>1$, and $0<\beta<\gamma-1$. The constant $g$ is the gravitation constant, $\xi=0$ is the fixed boundary

$$
u(t, 0)=0
$$

and $\xi=y(t)$ is the free boundary, i.e. the interface of the gas and the vacuum;

$$
\frac{d y}{d t}=u(t, y(t)),\left(p-\mu \frac{\partial u}{\partial \xi}\right)(t, y(t))=0 .
$$

We rewrite the equations in the Lagrangean mass coordinate:

$$
x=\int_{0}^{\xi} \rho(t, \varsigma) d \varsigma .
$$

Assuming that

$$
\int_{0}^{y(t)} \rho(t, \xi) d \xi=1
$$

the above problem is transformed to the following fixed boundary problem

$$
\left\{\begin{array}{l}
\frac{\partial \rho}{\partial t}+\rho^{2} \frac{\partial u}{\partial x}=0  \tag{4.2}\\
\frac{\partial u}{\partial t}+\frac{\partial p}{\partial x}=\frac{\partial}{\partial x}\left(\mu \rho \frac{\partial u}{\partial x}\right)-g,
\end{array}\right.
$$

in $t>0$ and $0<x<1$, where $p=a \rho^{\gamma}, \mu=b \rho^{b}$ with the boundary conditions

$$
\begin{equation*}
u(t, 0)=0,\left(p-\mu \rho \frac{\partial u}{\partial x}\right)(t, 1)=0 \tag{4.3}
\end{equation*}
$$

and the initial condition

$$
\begin{equation*}
(\rho, u)(0, x)=\left(\rho_{0}, u_{0}\right)(x), 0 \leq x \leq 1 . \tag{4.4}
\end{equation*}
$$

We consider the following assumptions (A.1), (A.2) and (A.3) for the initial data and $\beta$ :

- (A.1) $\rho_{0} \in \operatorname{Lip}[0,1]$ and $\rho_{0}(x) \geq \underline{\rho}(\underline{\rho}$ is a positive constant),
- (A.2) $u_{0} \in C^{1}[0,1]$ and $\frac{d u_{0}}{d x} \in \operatorname{Lip}[0,1]$,
- (A.3) $0<\beta<\frac{1}{3}$.


## Definition 3.

A couple $(\rho, u)$ is called a global weak solution for (4.2) if

$$
\begin{gather*}
\rho, u \in L^{\infty}([0, T] \times[0,1]) \cap C^{1}\left([0, T] ; L^{2}(0,1)\right),  \tag{4.5}\\
\rho^{\beta+1} u_{x} \in L^{\infty}([0, T] \times[0,1]) \cap C^{1 / 2}\left([0, T] ; L^{2}(0,1)\right), \tag{4.6}
\end{gather*}
$$

for any $T$,

$$
\begin{equation*}
\frac{\partial \rho}{\partial t}+\rho^{2} \frac{\partial u}{\partial x}=0 \tag{4.7}
\end{equation*}
$$

for a.e. $x \in(0,1)$ and for any $t \geq 0$, and

$$
\begin{equation*}
\int_{0}^{1}\left[\phi u_{t}-\phi_{x}\left(p-\mu \rho u_{x}\right)+\phi g\right] d x=0 \tag{4.8}
\end{equation*}
$$

with $\phi \in C_{0}^{\infty}((0,1])$ and for a.e. $t \in[0, T]$.
Theorem 14. If the assumptions (A.1)-(A.3) hold, then the initial - boundary value problem (4.2), (4.4), (4.3) admits a global weak solution in the sense (4.5) - (4.8).

Theorem 15. Let us assume (A.1), (A.2), (A.3) and let there exists a constant $C(T)$ such that

$$
\begin{equation*}
\frac{1}{C(T)} \leq \rho(t, x) \leq C(T),\left|u_{x}(t, x)\right| \leq C(T) \tag{4.9}
\end{equation*}
$$

### 4.2 Free boundary problem for the equation of spherically symmetric motion of viscous gas

See [71, 72]. We consider the following model of compressible symmetrical motion, which are described by the following system of equations

$$
\begin{align*}
\frac{\partial \rho}{\partial t}+u \frac{\partial \rho}{\partial r}+\rho \frac{\partial u}{\partial r}+\frac{2}{r} \rho u & =0 \\
\rho\left(\frac{\partial u}{\partial t}+u \frac{\partial u}{\partial r}\right)+\frac{\partial p}{\partial r} & =\nu\left(\frac{\partial^{2} u}{\partial r^{2}}+\frac{2}{r} \frac{\partial u}{\partial r}-\frac{2}{r^{2}} u\right)-\frac{\rho M}{r^{2}}  \tag{4.10}\\
p & =a \rho^{\gamma}
\end{align*}
$$

where $\nu, a, \gamma$ are positive constants and $1<\gamma \leq 2, \rho$ is the density and $u$ the velocity field. We consider the boundary condition

$$
\begin{equation*}
\left.u\right|_{r=1}=0 \tag{4.11}
\end{equation*}
$$

and the initial conditions

$$
\begin{equation*}
\left.\rho\right|_{t=0}=\rho^{0}(r),\left.u\right|_{t=0}=u^{0}(r) . \tag{4.12}
\end{equation*}
$$

We are interested in the class of initial data which includes the stationary solutions

$$
\rho=\left\{\begin{array}{rl}
{\left[\frac{(\gamma-1) M}{a \gamma}\left(\frac{1}{r}-\frac{1}{R}\right)\right]^{1 /(\gamma-1)}} & (r \leq R),  \tag{4.13}\\
0 & (R<r),
\end{array} \quad u=0 .\right.
$$

We rewrite the equations in the Lagrange mass coordinates:

$$
x=4 \pi \int_{0}^{r} \rho(t, s) s^{2} d s
$$

The above problem is transformed to the following fixed boundary problem

$$
\left\{\begin{array}{l}
\frac{\partial \rho}{\partial t}+4 \pi \rho^{2} \frac{\partial}{\partial x}\left(r^{2} u\right)=0  \tag{4.14}\\
\frac{\partial u}{\partial t}+4 \pi r^{2} \frac{\partial p}{\partial x}=16 \pi^{2} \nu \frac{\partial}{\partial x}\left(r^{4} \rho \frac{\partial u}{\partial x}\right)-2 \nu \frac{u}{r^{2} \rho}-\frac{M}{r^{2}} \\
p=a \rho^{\gamma}
\end{array}\right.
$$

where

$$
r=\left[1+\frac{3}{4 \pi} \int_{0}^{x} \frac{d \xi}{\rho(t, \xi)}\right]^{1 / 3}
$$

By normalizing the total mass, we consider the equations (4.14) in $0 \leq x \leq 1$ with the boundary conditions

$$
\begin{equation*}
\left.u\right|_{x=0}=0,\left.\rho\right|_{x=1}=0 \tag{4.15}
\end{equation*}
$$

and the initial conditions

$$
\begin{equation*}
\left.\rho\right|_{t=0}=\rho_{0}(x),\left.u\right|_{t=0}=u_{0}(x) . \tag{4.16}
\end{equation*}
$$

We consider the following assumptions

- (A.1) $\rho_{0} \in C[0,1]$ and $\rho_{0}(x) \geq 0$ for $x \in[0,1), \rho_{0}(1)=0$, total variation $[\rho]<\infty$ and there exists a monotone decreasing function $\lambda(x)$ such that $0 \leq \lambda(x) \leq \rho(x)$ and $\int_{0}^{1} \frac{d x}{\lambda(x)}<\infty$,
- (A.2) $u_{0} \in C[0,1]$,
- (A.3) assume $\rho_{0}=a \rho_{0}^{\gamma} \in C^{1}[0,1]$ and $u_{0}=0$.


## Definition 4.

A couple $(\rho, u)$ is called a global weak solution for (4.14) if

$$
\begin{align*}
& \rho, u \in L^{\infty}([0, T] \times[0,1]) \cap C^{1}\left([0, T] ; L^{2}(0,1)\right),  \tag{4.17}\\
& \rho u_{x} \in L^{\infty}([0, T] \times[0,1]) \cap C^{1 / 2}\left([0, T] ; L^{2}(0,1)\right) \tag{4.18}
\end{align*}
$$

there exists a constant $C(T)$ with $\frac{1}{C(T)} \rho_{0}(x) \leq \rho(t, x) \leq C(T) \rho_{0}(x)$,
for a.e. $x \in(0,1)$ and for any $t \geq 0$, and satisfying

$$
\begin{gather*}
\frac{\partial \rho}{\partial t}+4 \pi r^{2} \rho^{2} u_{x}+\frac{2 u \rho}{r}=0 \text { for a.e. } x \in(0,1) \text { and for any } t \leq 0,  \tag{4.20}\\
\int_{0}^{1}\left[\phi u_{t}-\left(4 \pi r^{2} \phi_{x}+\frac{2 \phi}{r \rho}\right) p+16 \pi^{2} \nu \phi_{x} r^{4} \rho u_{x}+2 \nu \phi \frac{u}{r^{2} \rho}+\phi \frac{M}{r^{2}}\right] d x=0 \tag{4.21}
\end{gather*}
$$

with $\phi \in C_{0}^{\infty}(0,1)$ and for any $t \geq 0$,

$$
\begin{equation*}
\rho(0, x)=\rho_{0}(x) \text { and } u(0, x)=u_{0}(x) \text { for any } x \in[0,1] \tag{4.22}
\end{equation*}
$$

and

$$
\begin{equation*}
u(t, 0)=0 \text { for any } t \geq 0 \tag{4.23}
\end{equation*}
$$

Theorem 16. Assume (A1), (A2), (A3). Let $\left(\rho_{1}, u_{1}\right)$ and $\left(\rho_{2}, u_{2}\right)$ be solutions of (4.20), (4.21), (4.22), (4.23) satisfying (4.17, (4.18), (4.19) for any $T$. Then we have $\rho_{1}=\rho_{2}, u_{1}=u_{2}$.

Let us consider the following additional assumption

- (A4) $\int_{0}^{1} \rho_{0}\left(\frac{1}{\rho_{0}}-\frac{1}{\bar{\rho}}\right)^{2} \frac{d x}{(1-x)^{\mu}}<+\infty$ for some $\mu>\frac{3}{4}$.

Theorem 17. Let (A1)-(A4) be satisfied, suppose that $a$ is sufficiently small and let

$$
\begin{equation*}
L a<M, \text { where } L=L\left(\gamma, \nu, E^{*}, M^{*}, \bar{R}\right) \tag{4.24}
\end{equation*}
$$

provided $E_{0} \leq E^{*}$ and $M \leq M^{*}$. Let us assume that the initial pressure $p_{0}$ satisfies

$$
\begin{equation*}
L a(1-x) \leq p_{0} \leq M(1-x), \tag{4.25}
\end{equation*}
$$

where

$$
E_{0}=\int_{0}^{1}\left(\frac{1}{2} u_{0}^{2}+\frac{1}{\gamma-1} \frac{p_{0}}{\rho_{0}}-\frac{M}{r_{0}}\right) d x
$$

where $L$ is a suitable constant depending on $\gamma, \nu, E^{*}, M^{*}, \bar{R}$ for definition of $E^{*}, \bar{R}$ see [71, 72]. Then the global solution $(\rho, u)$ satisfies

$$
\begin{align*}
& \int_{0}^{1} u(x, t)^{2} d x \rightarrow 0 \\
& \int_{0}^{1} \rho_{0}(x)\left(\frac{1}{\rho(x, t)}-\frac{1}{\bar{\rho}(x)}\right)^{2} \frac{d x}{(1-x)^{3 / 4}} \rightarrow 0 \text { as } t \rightarrow \infty \tag{4.26}
\end{align*}
$$

### 4.3 Global existence of solutions for the one-dimensional motions of a compressible viscous gas with radiation: an "infrarelativistic model"

The aim of radiation hydrodynamics is to include the effects of radiation into the hydrodynamical framework. When the equilibrium holds between the matter and the radiation, a simple way to do that is to include local radiative terms into the state functions and the transport coefficients. One knows from quantum mechanics that radiation is described by its quanta, the photons, which are massless particles traveling at the speed $c$ of light, characterized by their frequency $\nu$, their energy $E=h \nu$ (where $h$ is the Planck's constant), their momentum $\vec{p}=\frac{\hbar \nu}{c} \vec{\Omega}$, where $\vec{\Omega}$ is a unit vector. Statistical mechanics allows us to describe macroscopically an assembly of massless photons of energy $E$ and momentum $\vec{p}$ by using a distribution function: the radiative intensity $I(r, t, \vec{\Omega}, \nu)$. Using this fundamental quantity, one can derive global quantities by integrating with respect to the angular and frequency variables: the spectral radiative energy density $E_{R}(r, t)$ per unit volume is then $E_{R}(r, t):=\frac{1}{c} \iint I(r, t, \vec{\Omega}, \nu) d \Omega d \nu$, and the spectral radiative flux $\vec{F}_{R}(r, t)=\iint \vec{\Omega} I(r, t, \vec{\Omega}, \nu) d \Omega d \nu$. If matter is in thermodynamic equilibrium at constant temperature $T$ and if radiation is also in thermodynamic equilibrium with matter, its temperature is also $T$ and statistical mechanics tells us that the distribution function for photons is given by the Bose-Einstein statistics with zero chemical potential.

In the absence of radiation, one knows that the complete hyrodynamical system is derived from the standard conservation laws of mass, momentum and energy by using the Boltzmann's equation satisfied by the $f_{m}(r, \vec{v}, t)$ and Chapman-Enskog's expansion [38]. One gets then formally the compressible Navier-Stokes system

$$
\left\{\begin{array}{l}
\partial_{t} \rho+\nabla \cdot(\rho \vec{u})=0  \tag{4.27}\\
\partial_{t}(\rho \vec{u})+\nabla \cdot(\rho \vec{u} \otimes \vec{u})=-\nabla \cdot \vec{\Pi}+\vec{f} \\
\partial_{t}(\rho \varepsilon)+\nabla \cdot(\rho \varepsilon \vec{u})=-\nabla \vec{q}-\vec{D}: \vec{\Pi}+g
\end{array}\right.
$$

where $\vec{\Pi}=-p(\rho, T) \vec{I}+\vec{\pi}$ is the material stress tensor for a Newtonian fluid with the viscous contribution $\vec{\pi}=2 \mu \vec{D}+\lambda \nabla \cdot \vec{u} \vec{I}$ with $3 \lambda+2 \mu \geq 0$ and $\mu>0$, and the strain tensor $\vec{D}$ such that $\vec{D}_{i j}(\vec{u})=\frac{1}{2}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right) \cdot \vec{q}$ is the thermal heat flux and $\vec{F}$ and $g$ are external force and energy source terms.

When radiation is present, the terms $\vec{f}$ and $g$ include the coupling terms between the matter and the radiation (neglecting any other external field), depending on $I$, and $I$ is driven by a transport equation: the so called radiative transfert integro-differential equation discussed by Chandrasekhar in [13].

Supposing that the matter is at LTE, the coupled system reads

$$
\left\{\begin{array}{l}
\partial_{t} \rho+\nabla \cdot(\rho \vec{u})=0  \tag{4.28}\\
\partial_{t}(\rho \vec{u})+\nabla \cdot(\rho \vec{u} \otimes \vec{u})=-\nabla \cdot \vec{\Pi}-\overrightarrow{S_{F}} \\
\partial_{t}(\rho \varepsilon)+\nabla \cdot(\rho \varepsilon \vec{u})=-\nabla \vec{q}-\vec{D}: \vec{\Pi}-S_{E} \\
\frac{1}{c} \frac{\partial}{\partial t} I(r, t, \vec{\Omega}, \nu)+\vec{\Omega} \cdot \nabla I(r, t, \vec{\Omega}, \nu)=S_{t}(r, t, \vec{\Omega}, \nu)
\end{array}\right.
$$

where the coupling terms are

$$
\begin{aligned}
& S_{t}(r, t, \vec{\Omega}, \nu)=\sigma_{a}\left(\nu, \vec{\Omega}, \rho, T, \frac{\vec{\Omega} \cdot \vec{u}}{c}\right)[B(\nu, T)-I(r, t, \vec{\Omega}, \nu)] \\
+ & \iint \sigma_{s}\left(r, t, \rho, \vec{\Omega}^{\prime} \cdot \vec{\Omega}, \nu^{\prime} \rightarrow \nu\right)\left\{\frac{\nu}{\nu^{\prime}} I\left(r, t, \vec{\Omega}^{\prime}, \nu^{\prime}\right) I(r, t, \vec{\Omega}, \nu)\right. \\
- & \left.\sigma_{s}\left(r, t, \rho, \vec{\Omega} \cdot \vec{\Omega}^{\prime}, \nu \rightarrow \nu^{\prime}\right) I(r, t, \vec{\Omega}, \nu) I\left(r, t, \vec{\Omega}^{\prime}, \nu^{\prime}\right)\right\} d \Omega^{\prime} d \nu^{\prime},
\end{aligned}
$$

the radiative energy source

$$
S_{E}(r, t):=\iint S_{t}(r, t, \vec{\Omega}, \nu) d \Omega d \nu
$$

the radiative flux

$$
\vec{S}_{F}(r, t):=\frac{1}{c} \iint \vec{\Omega} S_{t}(r, t, \vec{\Omega}, \nu) d \Omega d \nu
$$

In the radiative transfer equation (the last equation (4.28)) the functions $\sigma_{a}$ and $\sigma_{s}$ describe in a phenomenological way the absorption-emission and scattering properties of
the interaction photon-matter and the Planck's function $B(\nu, \theta)$ describe the frequencytemperature black body distribution.

In 1D the previous system reads

$$
\left\{\begin{align*}
& \rho_{\tau}+(\rho v)_{y}=0  \tag{4.29}\\
&(\rho v)_{\tau}+\left(\rho v^{2}\right)_{y}+p_{y}=\mu v_{y y}-\left(S_{F}\right)_{R} \\
& {\left[\rho\left(e+\frac{1}{2} v^{2}\right)\right]_{\tau}+\left[\rho v\left(e+\frac{1}{2} v^{2}\right)+p v-\kappa \theta_{y}-\mu v v_{y}\right]_{y}=-\left(S_{E}\right)_{R} } \\
& \frac{1}{c} I_{t}+\omega I_{y}=S
\end{align*}\right.
$$

In this study we only consider an "infra-relativistic" model of compressible Navier - Stokes system for a 1D flow coupled to a the radiative transfer equation. As in the model studied by Amosov [1], we suppose that the fluid motion is so small with respect to the velocity of light $c$ that one can drop all the $\frac{1}{c}$ factors in the previous formulation. We get then

$$
\left\{\begin{array}{c}
\rho_{\tau}+(\rho v)_{y}=0  \tag{4.30}\\
(\rho v)_{\tau}+\left(\rho v^{2}\right)_{y}+p_{y}=\mu v_{y y} \\
{\left[\rho\left(e+\frac{1}{2} v^{2}\right)\right]_{\tau}+\left[\rho v\left(e+\frac{1}{2} v^{2}\right)+p v-\kappa \theta_{y}-\mu v v_{y}\right]_{y}=-\left(S_{E}\right)_{R}} \\
\omega I_{y}=S
\end{array}\right.
$$

in the domain $\mathcal{O} \times \mathbb{R}_{+}$with $\mathcal{O}:=(0, L)$, where the density $\rho$, the velocity $v$, the temperature $\theta$ depend on the coordinates $(y, \tau)$. The radiative intensity $I=I(y, \tau, \nu, \omega)$, depends also on two extra variables: the radiation frequency $\nu \in \mathbb{R}_{+}$and the angular variable $\omega \in S^{1}:=[-1,1]$. The state functions are the pressure $p$, the internal energy $e$, the heat conductivity $\kappa$ and the viscosity coefficient $\mu$.

In the standard radiative transfer equation, the source term is

$$
\begin{equation*}
S(y, \tau, \nu, \omega):=S_{a, e}(y, \tau, \nu, \omega)+S_{s}(y, \tau, \nu, \omega) \tag{4.31}
\end{equation*}
$$

where the absorption-emission term is

$$
\begin{equation*}
S_{a, e}(y, \tau, \nu, \omega)=\sigma_{a}(\nu, \omega ; \rho, \theta)[B(\nu ; \theta)-I(y, \tau, \nu, \omega)] \tag{4.32}
\end{equation*}
$$

and the scattering term is

$$
\begin{equation*}
S_{s}(y, \tau, \nu, \omega)=\sigma_{s}(\nu ; \rho, \theta)[\tilde{I}(y, \tau, \nu, \theta)-I(y, \tau, \nu, \omega)] \tag{4.33}
\end{equation*}
$$

where $\tilde{I}(y, \tau, \nu):=\frac{1}{2} \int_{-1}^{1} I((y, \tau, \nu, \omega) d \omega$ and $B$ is a function of temperature and frequency describing the equilibrium state. We suppose that $\sigma_{a}(\nu, \omega ; \rho, \theta)$ and $\sigma_{s}(\nu ; \rho, \theta)$
are positive functions. We also define the radiative energy

$$
\begin{equation*}
E_{R}:=\int_{-1}^{1} \int_{0}^{\infty} I(y, \tau, \nu, \omega) d \nu d \omega \tag{4.34}
\end{equation*}
$$

the radiative flux

$$
\begin{equation*}
F_{R}:=\int_{-1}^{1} \int_{0}^{\infty} \omega I(y, \tau, \nu, \omega) d \nu d \omega \tag{4.35}
\end{equation*}
$$

and the radiative energy source

$$
\begin{equation*}
\left(S_{E}\right)_{R}:=\int_{-1}^{1} \int_{0}^{\infty} S(y, \tau, \nu, \omega) d \nu d \omega . \tag{4.36}
\end{equation*}
$$

It is convenient to switch now to Lagrange (mass) coordinates relative to matter flow: $(y, \tau) \rightarrow(x, t)$. With the transformation rules [8]: $\partial_{y} \rightarrow \rho \partial_{x}$ and $\partial_{\tau}+v \partial_{y} \rightarrow \partial_{x}$, the previous system reads now

$$
\left\{\begin{align*}
\eta_{t} & =v_{x}  \tag{4.37}\\
v_{t} & =\sigma_{x} \\
\left(e+\frac{1}{2} v^{2}\right)_{t} & =(\sigma v-q)_{x}-\eta\left(S_{E}\right)_{R} \\
\omega I_{x} & =\eta S
\end{align*}\right.
$$

in the transformed domain $Q:=\Omega \times \mathbf{R}^{+}$with $\Omega:=(0, M)$ ( $M$ is the total mass of matter), where the specific volume $\eta$ (with $\eta:=\frac{1}{\rho}$ ), the velocity $v$, the temperature $\theta$ and the radiative intensity $I$ depend now on the Lagrangian mass coordinates $(x, t)$. We also denote by $\sigma:=-p+\mu \frac{v_{x}}{\eta}$ the stress and by $q:=-\kappa \frac{\theta_{x}}{\eta}$ the heat flux, and the source term in the last equation is

$$
\begin{gather*}
S(x, t, \nu, \omega)=\sigma_{a}(\nu, \omega ; \eta, \theta)[B(\nu ; \theta)-I(x, t ; \nu, \omega)] \\
+\sigma_{s}(\nu ; \eta, \theta)[\tilde{I}(x, t, \nu)-I(x, t, \nu, \omega)] \tag{4.38}
\end{gather*}
$$

We consider Dirichlet-Neumann boundary conditions for the fluid unknowns

$$
\left\{\begin{array}{l}
\left.v\right|_{x=0}=\left.v\right|_{x=M}=0,  \tag{4.39}\\
\left.q\right|_{x=0}=\left.q\right|_{x=M}=0,
\end{array}\right.
$$

and transparent boundary conditions for the radiative intensity

$$
\left\{\begin{array}{cc}
\left.I\right|_{x=0}=0 & \text { for } \omega \in(0,1)  \tag{4.40}\\
\left.I\right|_{x=M}=0 & \text { for } \omega \in(-1,0),
\end{array}\right.
$$

for $t>0$, and initial conditions

$$
\begin{equation*}
\left.\eta\right|_{t=0}=\eta^{0}(x),\left.\quad v\right|_{t=0}=v^{0}(x),\left.\quad \theta\right|_{t=0}=\theta^{0}(x), \quad \text { on } \Omega . \tag{4.41}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.I\right|_{t=0}=I(x, \nu, \omega) \text { on } \Omega \times \mathbb{R}_{+} \times S^{1} \tag{4.42}
\end{equation*}
$$

Pressure and energy are related by the thermodynamical relation

$$
\begin{equation*}
e_{\eta}(\eta, \theta)=-p(\eta, \theta)+\theta p_{\theta}(\eta, \theta) \tag{4.43}
\end{equation*}
$$

Finally we assume that state functions $e, p$ and $\kappa$ (resp. $\sigma_{a, e}$ and $\sigma_{s}$ ) are $C^{2}$ (resp $C^{0}$ ) functions of their arguments for $0<\eta<\infty$ and $0 \leq \theta<\infty$, and we suppose the following growth conditions

$$
\left\{\begin{array}{c}
e(\eta, 0) \geq 0, \quad c_{1}\left(1+\theta^{r}\right) \leq e_{\theta}(\eta, \theta) \leq C_{1}\left(1+\theta^{r}\right),  \tag{4.44}\\
-c_{2} \eta^{-2}\left(1+\theta^{1+r}\right) \leq p_{\eta}(\eta, \theta) \leq-C_{2} \eta^{-2}\left(1+\theta^{1+r}\right), \\
\left|p_{\theta}(\eta, \theta)\right| \leq C_{3} \eta^{-1}\left(1+\theta^{r}\right), \\
c_{4}\left(1+\theta^{1+r}\right) \leq \eta p(\eta, \theta) \leq C_{4}\left(1+\theta^{1+r}\right), \quad p_{\eta}\left(\eta, \theta_{0}\right) \leq 0, \\
0 \leq p(\eta, \theta) \leq C_{5}\left(1+\theta^{1+r}\right), \\
c_{6}\left(1+\theta^{q}\right) \leq \kappa(\eta, \theta) \leq C_{6}\left(1+\theta^{q}\right), \\
\left|\kappa_{\eta}(\eta, \theta)\right|+\left|\kappa_{\eta \eta}(\eta, \theta)\right| \leq C_{7}\left(1+\theta^{q}\right), \\
\eta \sigma_{a}(\nu, \omega ; \eta, \theta) B^{m}(\nu ; \theta) \leq C_{8}|\omega| \theta^{\alpha+1} f(\nu, \omega) \quad \text { for } m=1,2, \\
\sigma_{a}(\nu, \omega ; \eta, \theta) \leq C_{9} g(\nu, \omega), \\
{\left[\left|\left(\sigma_{a}\right)_{\eta}\right|+\left|\left(\sigma_{a}\right)_{\theta}\right|\right](\nu, \omega ; \eta, \theta)\left[1+B(\nu ; \theta)+\mid B_{\theta}(\nu ; \theta \mid] \leq C_{10} h(\nu, \omega),\right.} \\
\sigma_{s}(\nu ; \eta, \theta) \leq C_{11} k(\nu, \omega),
\end{array}\right.
$$

where $r \in[0,1], q \geq 2 r+1,0 \leq \alpha<r$, the numbers $c_{j}, C_{j}, j=1, \ldots, 10$ are positive constants and the functions $f, g, h, k$ are such that

$$
f, g, h \in L^{1}\left(\mathbb{R}_{+} \times S^{1}\right) \cap L^{\infty}\left(\mathbb{R}_{+} \times S^{1}\right)
$$

and

$$
k \in L^{1+\gamma}\left(\mathbb{R}_{+} \times S^{1}\right) \cap L^{\infty}\left(\mathbb{R}_{+} \times S^{1}\right)
$$

for an arbitrary small $\gamma>0$.
We suppose also that the viscosity coefficient is a positive constant.

We study weak solutions for the above problem with properties

$$
\left\{\begin{array}{c}
\eta \in L^{\infty}\left(Q_{T}\right), \quad \eta_{t} \in L^{\infty}\left([0, T], L^{2}(\Omega)\right),  \tag{4.45}\\
v \in L^{\infty}\left([0, T], L^{4}(\Omega)\right), \quad v_{t} \in L^{\infty}\left([0, T], L^{2}(\Omega)\right), \quad v_{x} \in L^{\infty}\left([0, T], L^{2}(\Omega)\right), \\
\sigma_{x} \in L^{\infty}\left([0, T], L^{2}(\Omega)\right), \\
\theta \in L^{\infty}\left([0, T], L^{2}(\Omega)\right), \quad \theta_{x} \in L^{\infty}\left([0, T], L^{2}(\Omega)\right), \\
I \in L^{1}\left(\Omega \times \mathbb{R}_{+} \times S^{1}\right)
\end{array}\right.
$$

where $Q_{T}:=\Omega \times(0, T)$.
We also assume the following conditions on the data:

$$
\left\{\begin{array}{l}
\eta^{0}>0 \text { on } \Omega, \quad \eta^{0} \in L^{1}(\Omega)  \tag{4.46}\\
v_{0} \in L^{2}(\Omega), \quad v_{x}^{0} \in L^{2}(\Omega) \\
\theta^{0} \in L^{2}(\Omega), \quad \inf _{\Omega} \theta^{0} \geq 0
\end{array}\right.
$$

Then our definition of a weak solution for the previous problem is the following
Definition 5. We call ( $\eta, v, \theta, I$ ) a weak solution of (4.37) if it satisfies

$$
\begin{equation*}
\eta(x, t)=\eta^{0}(x)+\int_{0}^{t} v_{x} d s \tag{4.47}
\end{equation*}
$$

for a.e. $x \in \Omega$ and any $t>0$, and if, for any test function $\phi \in L^{2}\left([0, T], H^{1}(\Omega)\right)$ with $\phi_{t} \in L^{1}\left([0, T], L^{2}(\Omega)\right)$ such that $\phi(\cdot, T)=0$, one has

$$
\begin{gather*}
\int_{Q}\left[\phi_{t} v+\phi_{x} p-\frac{\mu \phi_{x}}{\eta} v_{x}\right] d x d t \\
=\int_{\Omega} \phi(0, x) v^{0}(x) d x  \tag{4.48}\\
\int_{Q}\left[\phi_{t}\left(e+\frac{1}{2} v^{2}\right)+\phi_{x}(\sigma v-q)+\phi \eta\left(S_{E}\right)_{R}\right] d x d t \\
=\int_{\Omega} \phi(0, x)\left(e^{0}(x)+\frac{1}{2} v^{0}(x)^{2}\right) d x \tag{4.49}
\end{gather*}
$$

and if, for any test function $\psi \in H^{1}(\Omega) \times L^{1}\left(\mathbb{R}_{+} \times S^{1}\right)$ ), one has

$$
\begin{equation*}
\int_{\mathbb{R}_{+} \times S^{1}}\left[\psi_{x} \omega I+\psi \eta S\right] d \nu d \omega d x=0 \tag{4.50}
\end{equation*}
$$

In the following we use the following notation for the integrated radiative intensity

$$
\mathcal{I}(x, t):=\int_{0}^{\infty} \int_{S^{1}} I(x, t ; \omega, \nu) d \omega d \nu
$$

Then our main result is the following

Theorem 18. Suppose that the initial data satisfy (4.46) and that $T$ is an arbitrary positive number. Then the problem (4.37), (4.39)-(4.42) possesses a global weak solution satisfying (4.45) together with properties (4.47), (4.48) and (4.49).

Moreover one has the uniqueness result
Theorem 19. Suppose that the initial data satisfy (4.46) and that $T$ is an arbitrary positive number. Then the problem (4.37),(4.39)-(4.42) possesses a global unique weak solution satisfying (4.45) together with properties (4.47), (4.48) and (4.49).

## 5 Laplace equation and Stokes problem in the half space

For more details see [2, 6, 7].

### 5.1 Notations

For any real number $p>1$, we always take $p^{\prime}$ to be the Hölder conjugate of $p$, i.e.

$$
\frac{1}{p}+\frac{1}{p^{\prime}}=1
$$

Let $\Omega$ be an open set of $\mathbb{R}^{N}, N \geq 2$. Writing a typical point $x \in \mathbb{R}^{N}$ as $x=\left(x^{\prime}, x_{N}\right)$, where $x^{\prime}=\left(x_{1}, \ldots, x_{N-1}\right) \in \mathbb{R}^{N-1}$ and $x_{N} \in \mathbb{R}$, we will especially look on the upper half-space $\mathbb{R}_{+}^{N}=\left\{x \in \mathbb{R}^{N} ; x_{N}>0\right\}$. We let $\overline{\mathbb{R}_{+}^{N}}$ denote the closure of $\mathbb{R}_{+}^{N}$ in $\mathbb{R}^{N}$ and let $\Gamma=\left\{x \in \mathbb{R}^{N} ; x_{N}=0\right\} \equiv \mathbb{R}^{N-1}$ denote its boundary. Let $|x|=\left(x_{1}^{2}+\cdots+x_{N}^{2}\right)^{1 / 2}$ denote the Euclidean norm of $x$, we will use two basic weights

$$
\varrho=\left(1+|x|^{2}\right)^{1 / 2} \text { and } \lg \varrho=\ln \left(2+|x|^{2}\right) .
$$

## Weighted Sobolev spaces

For any nonnegative integer $m$, real numbers $p>1, \alpha$ and $\beta$, we define the following space:

$$
\begin{align*}
W_{\alpha, \beta}^{m, p}(\Omega)= & \left\{u \in \mathcal{D}^{\prime}(\Omega) ; 0 \leq|\lambda| \leq k, \varrho^{\alpha-m+|\lambda|}(\lg \varrho)^{\beta-1} \partial^{\lambda} u \in L^{p}(\Omega) ;\right.  \tag{5.1}\\
& \left.k+1 \leq|\lambda| \leq m, \varrho^{\alpha-m+|\lambda|}(\lg \varrho)^{\beta} \partial^{\lambda} u \in L^{p}(\Omega)\right\},
\end{align*}
$$

where

$$
k= \begin{cases}-1 & \text { if } \frac{N}{p}+\alpha \notin\{1, \ldots, m\} \\ m-\frac{N}{p}-\alpha & \text { if } \frac{N}{p}+\alpha \in\{1, \ldots, m\}\end{cases}
$$

Note that $W_{\alpha, \beta}^{m, p}(\Omega)$ is a reflexive Banach space equipped with its natural norm:

$$
\begin{aligned}
&\|u\|_{W_{\alpha, \beta}^{m, p}(\Omega)}=\left(\sum_{0 \leq|\lambda| \leq k}\left\|\varrho^{\alpha-m+|\lambda|}(\lg \varrho)^{\beta-1} \partial^{\lambda} u\right\|_{L^{p}(\Omega)}^{p}\right. \\
&\left.+\sum_{k+1 \leq|\lambda| \leq m}\left\|\varrho^{\alpha-m+|\lambda|}(\lg \varrho)^{\beta} \partial^{\lambda} u\right\|_{L^{p}(\Omega)}^{p}\right)^{1 / p} .
\end{aligned}
$$

We also define the semi-norm:

$$
|u|_{W_{\alpha, \beta}^{m, p}(\Omega)}=\left(\sum_{|\lambda|=m}\left\|\varrho^{\alpha}(\lg \varrho)^{\beta} \partial^{\lambda} u\right\|_{L^{p}(\Omega)}^{p}\right)^{1 / p} .
$$

The weights in the definition (5.1) are chosen so that the corresponding space satisfies two fundamental properties. On the one hand, $\mathcal{D}\left(\overline{\mathbb{R}_{+}^{N}}\right)$ is dense in $W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$. On the other hand, the following Poincaré-type inequality holds in $W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$ (see [2], Theorem 1.1): if

$$
\begin{equation*}
\frac{N}{p}+\alpha \notin\{1, \ldots, m\} \quad \text { or } \quad(\beta-1) p \neq-1 \tag{5.2}
\end{equation*}
$$

then the semi-norm $|\cdot|_{W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)}$ defines on $W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right) / \mathcal{P}_{q^{*}}$ a norm which is equivalent to the quotient norm,

$$
\begin{equation*}
\forall u \in W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right), \quad\|u\|_{W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right) / \mathcal{P}_{q^{*}}} \leq C|u|_{W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)} \tag{5.3}
\end{equation*}
$$

with $q^{*}=\inf (q, m-1)$, where $q$ is the highest degree of the polynomials contained in $W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$. Now, we define the space

$$
\stackrel{\circ}{W}_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)=\overline{\mathcal{D}\left(\mathbb{R}_{+}^{N}\right)}{ }^{\|\cdot\|_{W_{\alpha, \beta}^{m, p}}\left(\mathbb{R}_{+}^{N}\right)} ;
$$

which will be characterized [see Lemma 2.2 [6]] as the subspace of functions with null traces in $W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$. From that, we can introduce the space $W_{-\alpha,-\beta}^{-m, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$ as the dual space of $\dot{W}_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$. In addition, under the assumption (5.2), $|\cdot|_{W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)}$ is a norm on $\stackrel{\circ}{W_{\alpha, \beta}^{m, p}}\left(\mathbb{R}_{+}^{N}\right)$ which is equivalent to the full norm $\|\cdot\|_{W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)}$. We will now recall some properties of the weighted Sobolev spaces $W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$.
Remark 2. In the case $\beta=0$, we simply denote the space $W_{\alpha, 0}^{m, p}(\Omega)$ by $W_{\alpha}^{m, p}(\Omega)$.

## The spaces of traces

We define the traces of functions of $W_{\alpha}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$. For any real number $\alpha \in \mathbb{R}$, we define the space:

$$
\begin{aligned}
& W_{\alpha}^{\sigma, p}\left(\mathbb{R}^{N}\right)=\left\{u \in \mathcal{D}^{\prime}\left(\mathbb{R}^{N}\right) ; w^{\alpha-\sigma} u \in L^{p}\left(\mathbb{R}^{N}\right),\right. \\
&\left.\int_{\mathbb{R}^{N} \times \mathbb{R}^{N}} \frac{\left|\varrho^{\alpha}(x) u(x)-\varrho^{\alpha}(y) u(y)\right|^{p}}{|x-y|^{N+\sigma p}} \mathrm{~d} x \mathrm{~d} y<\infty\right\},
\end{aligned}
$$

where $w=\varrho$ if $N / p+\alpha \neq \sigma$ and $w=\varrho(\lg \varrho)^{1 /(\sigma-\alpha)}$ if $N / p+\alpha=\sigma$. For any $s \in \mathbb{R}^{+}$, we set

$$
\begin{aligned}
& W_{\alpha}^{s, p}\left(\mathbb{R}^{N}\right)=\left\{u \in \mathcal{D}^{\prime}\left(\mathbb{R}^{N}\right) ; 0 \leq|\lambda| \leq k, \varrho^{\alpha-s+|\lambda|}(\lg \varrho)^{-1} \partial^{\lambda} u \in L^{p}\left(\mathbb{R}^{N}\right)\right. \\
& \left.k+1 \leq|\lambda| \leq[s]-1, \varrho^{\alpha-s+|\lambda|} \partial^{\lambda} u \in L^{p}\left(\mathbb{R}^{N}\right) ;|\lambda|=[s], \partial^{\lambda} u \in W_{\alpha}^{\sigma, p}\left(\mathbb{R}^{N}\right)\right\},
\end{aligned}
$$

where $k=s-N / p-\alpha$ if $N / p+\alpha \in\{\sigma, \ldots, \sigma+[s]\}$, with $\sigma=s-[s]$ and $k=-1$ otherwise. It is a reflexive Banach space equipped with the norm:

$$
\begin{aligned}
\|u\|_{W_{\alpha^{s}}^{s, p}\left(\mathbb{R}^{N}\right)}=\left(\sum_{0 \leq|\lambda| \leq k}\right. & \left\|\varrho^{\alpha-s+|\lambda|}(\lg \varrho)^{-1} \partial^{\lambda} u\right\|_{L^{p}\left(\mathbb{R}^{N}\right)}^{p} \\
& \left.+\sum_{k+1 \leq|\lambda| \leq[s]-1}\left\|\varrho^{\alpha-s+|\lambda|} \partial^{\lambda} u\right\|_{L^{p}\left(\mathbb{R}^{N}\right)}^{p}\right)^{1 / p}+\sum_{|\lambda|=[s]}\left\|\partial^{\lambda} u\right\|_{W_{\alpha}^{\sigma, p}\left(\mathbb{R}^{N}\right)} .
\end{aligned}
$$

We can similarly define, for any real number $\beta$, the space:

$$
W_{\alpha, \beta}^{s, p}\left(\mathbb{R}^{N}\right)=\left\{v \in \mathcal{D}^{\prime}\left(\mathbb{R}^{N}\right) ;(\lg \varrho)^{\beta} v \in W_{\alpha}^{s, p}\left(\mathbb{R}^{N}\right)\right\} .
$$

### 5.2 Laplace equation

The aim of this section is to study the problem

$$
(P)\left\{\begin{aligned}
-\Delta \mathbf{u} & =f & & \text { in } \mathbb{R}_{+}^{N}, \\
\mathbf{u} & =\mathbf{g} & & \text { on } \Gamma=\mathbb{R}^{N-1} .
\end{aligned}\right.
$$

Theorem 20. Let $l \geq 1$ be an integer and assume that

$$
\begin{equation*}
\frac{N}{p} \notin\{1, \ldots,-l\} \tag{5.4}
\end{equation*}
$$

Then for any $f \in W_{-l}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)$ and $g \in W_{-l}^{\frac{1}{p}, p}\left(\mathbb{R}^{N-1}\right)$, problem (P) has a unique solution $u \in W_{-l}^{1, p}\left(\mathbb{R}_{+}^{N}\right) / A_{[l+1-N / p]}^{\Delta}$ and there exists a constant $C$ independent of $u, f$ and $g$ such that

$$
\begin{equation*}
\inf _{q \in A_{\left[l+1-\frac{N}{p}\right]}^{\Delta}}\|u+q\|_{W_{-l}^{1, p}\left(\mathbb{R}_{+}^{N}\right)} \leq C\left(\|f\|_{W_{-l}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)}+\|g\|_{W_{-l}^{\frac{1}{p}, p}\left(\mathbb{R}^{N-1}\right)}\right) . \tag{5.5}
\end{equation*}
$$

For definition of $A_{[l+1-N / p]}^{\Delta}$ see [2].
Theorem 21. Let $m$ be a nonnegative integer, let $g$ belong to $W^{\frac{1}{m^{\prime}}+m, p}\left(\mathbb{R}^{N-1}\right)$ and assume that

$$
\begin{equation*}
f \in W_{m}^{-1+m, p}\left(\mathbb{R}_{+}^{N}\right) \text { if } \frac{N}{p^{\prime}} \neq 1 \text { or } m=0 \tag{5.6}
\end{equation*}
$$

or

$$
\begin{equation*}
f \in W_{m}^{-1+m, p}\left(\mathbb{R}_{+}^{N}\right) \cap W_{0}^{-1, p}\left(\mathbb{R}_{+}^{N}\right) \text { if } \frac{N}{p^{\prime}}=1 \text { and } m \neq 0 \tag{5.7}
\end{equation*}
$$

Then problem (P) has a unique solution $u \in W_{m}^{1+m, p}\left(\mathbb{R}_{+}^{N}\right)$ and $u$ satisfies

$$
\begin{equation*}
\|u\|_{W_{m}^{m+1, p}\left(\mathbb{R}_{+}^{N}\right)} \leq C\left(\|f\|_{W_{m}^{-1+m, p}\left(\mathbb{R}_{+}^{N}\right)}+\|g\|_{W_{m}^{\frac{1}{p}+m, p}\left(\mathbb{R}^{N-1}\right)}\right) \text { if } \frac{N}{p^{\prime}} \neq 1 \text { or } m=0 \tag{5.8}
\end{equation*}
$$

and

$$
\begin{align*}
& \|u\|_{W_{m}^{m+1, p}\left(\mathbb{R}_{+}^{N}\right)} \leq C\left(\|f\|_{W_{p}^{1, p}\left(\mathbb{R}_{+}^{N}\right)}+\|f\|_{W_{m}^{-1+m, p}\left(\mathbb{R}_{+}^{N}\right)}+\|g\|_{W_{m}^{\frac{1}{p}+m, p}\left(\mathbb{R}^{N-1}\right)}\right)  \tag{5.9}\\
& \text { if } \frac{N}{p^{\prime}}=1 \text { and } m \neq 0
\end{align*}
$$

### 5.3 Stokes system

The purpose of this part is the study of the Stokes system

$$
\left(S^{+}\right)\left\{\begin{aligned}
-\Delta \mathbf{u}+\nabla \pi & =\mathbf{f} & & \text { in } \mathbb{R}_{+}^{N}, \\
\operatorname{div} \mathbf{u} & =h & & \text { in } \mathbb{R}_{+}^{N} \\
\mathbf{u} & =\mathbf{g} & & \text { on } \Gamma=\mathbb{R}^{N-1}
\end{aligned}\right.
$$

with data and solutions which live in weighted Sobolev spaces, expressing at the same time their regularity and their behavior at infinity. We will naturally base on the previously established results on the harmonic and biharmonic operators (see [2], [3], [4], [5]). We will also concentrate on the basic weights because they are the most usual and they avoid the question of the kernel for this operator and symmetricaly the compatibility condition for the data.

Among the first works on the Stokes problem in the half-space, we can cite Cattabriga. In [15], he applies the potential theory to get explicit solution of the velocity fields and pressure. For the homogeneous problem ( $\mathbf{f}=0$ and $h=0$ ), for instance, he shows that if $\mathbf{g} \in \mathbf{L}^{\mathbf{p}}(\boldsymbol{\Gamma})$ and the semi-norm $|\mathbf{g}|_{\mathbf{W}_{0}^{1-1 / \mathbf{p}, \mathbf{p}}(\boldsymbol{\Gamma})}<\infty$, then $\nabla \mathbf{u} \in \mathbf{L}^{\mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)$ and $\pi \in L^{p}\left(\mathbb{R}_{+}^{N}\right)$.

Similar results are given by Farwig-Sohr (see [28]) and Galdi (see [39]), who also have chosen the setting of homogeneous Sobolev spaces. On the other hand, Maz'ya-Plamenevskiǐ-Stupyalis (see [67]), work within the suitable setting of weighted Sobolev spaces and consider different types of boundary conditions. However, their results are limited to the dimension 3 and to the Hilbertian framework in which they give generalized and strong solutions. This is also the case of Boulmezaoud (see [9]), who only gives strong solutions. Otherwise, always in dimension 3, by Fourier analysis techniques, Tanaka considers the case of very regular data, corresponding to velocities which belong to $\mathbf{W}_{\mathbf{2}}^{\mathbf{m}+\mathbf{3}, \mathbf{2}}\left(\mathbb{R}_{+}^{\mathbf{3}}\right)$, with $m \geq 0$ (see [78]).

Let us also quote, for the evolution Stokes or Navier-Stokes problems, FujigakiMiyakawa (see [29]), who are interested in the behaviour in $t \rightarrow+\infty$; Bochers-Miyakawa (see [10]) and Kozono (see [54]), for the $L^{N}$-decay property; Ukai (see [79]), for the $L^{p}-L^{q}$ estimates and Giga (see [44]), for the estimates in Hardy spaces.

### 5.3.1 Generalized solutions to the Stokes system in $\mathbb{R}_{+}^{N}$

Theorem 22. For any $\mathbf{f} \in \mathbf{W}_{\mathbf{0}}^{-\mathbf{1}, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)$, $\mathbf{h} \in \mathbf{L}^{\mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)$ and $\mathbf{g} \in \mathbf{W}_{\mathbf{0}}^{\mathbf{1 - 1 / \mathbf { p }}, \mathbf{p}}(\boldsymbol{\Gamma})$, problem $\left(S^{+}\right)$admits a unique solution $(\mathbf{u}, \pi) \in \mathbf{W}_{\mathbf{0}}^{1, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right) \times \mathbf{L}^{\mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)$, and there exists a constant $C$ such that

$$
\begin{align*}
\|\mathbf{u}\|_{\mathbf{W}_{0}^{1, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbb{N}}\right)}+\|\pi\|_{\mathbf{L}^{\mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)} \leq & \\
& C\left(\|\mathbf{f}\|_{\mathbf{W}_{0}^{-1, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbb{N}}\right)}+\|h\|_{L^{p}\left(\mathbb{R}_{+}^{N}\right)}+\|\mathbf{g}\|_{\mathbf{W}_{0}^{1-1 / \mathbf{p}, \mathbf{p}}(\mathbf{\Gamma})}\right) . \tag{5.10}
\end{align*}
$$

### 5.3.2 Strong solutions and regularity for the Stokes system in $\mathbb{R}_{+}^{N}$

In this section, we are interested in the existence of strong solutions (and then to regular solutions, see Corollaries 3 and 4), i.e. of solutions $(\mathbf{u}, \pi) \in \mathbf{W}_{\ell+1}^{2, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right) \times \mathbf{W}_{\ell+1}^{\mathbf{1 , p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)$. Here, we limit ourselves to the two cases $\ell=0$ or $\ell=-1$. Note that in the case
$\ell=0$, we have $W_{1}^{2, p}\left(\mathbb{R}_{+}^{N}\right) \hookrightarrow W_{0}^{1, p}\left(\mathbb{R}_{+}^{N}\right)$ and $W_{1}^{1, p}\left(\mathbb{R}_{+}^{N}\right) \hookrightarrow L^{p}\left(\mathbb{R}_{+}^{N}\right)$. The proposition and theorem which follow show that the generalized solution of Theorem 20, with a stronger hypothesis on the data, is in fact a strong solution. First, we introduce the homogeneous case:

$$
\begin{array}{rlr}
-\Delta \mathbf{u}+\nabla \pi=0 & & \text { in } \mathbb{R}_{+}^{N}, \\
\operatorname{div} \mathbf{u}=0 & & \text { in } \mathbb{R}_{+}^{N}, \\
\mathbf{u}=\mathbf{g} & & \text { on } \Gamma . \tag{5.13}
\end{array}
$$

Proposition 1. Assume that $\frac{N}{p^{\prime}} \neq 1$. For any $\mathbf{g} \in \mathbf{W}_{\mathbf{1}}^{\mathbf{2 - 1} / \mathbf{p}, \mathbf{p}}(\boldsymbol{\Gamma})$, the Stokes problem (5.11)-(5.13) has a unique solution $(\mathbf{u}, \pi) \in \mathbf{W}_{\mathbf{1}}^{\mathbf{2}, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right) \times \mathbf{W}_{1}^{\mathbf{1 , p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)$, with the estimate

$$
\|\mathbf{u}\|_{\mathbf{W}_{1}^{2, \mathbf{p}}\left(\mathbb{R}_{+}^{N}\right)}+\|\pi\|_{\mathbf{W}_{1}^{1, \mathbf{p}}\left(\mathbb{R}_{+}^{N}\right)} \leq \mathbf{C}\|\mathbf{g}\|_{\mathbf{W}_{1}^{2-1 / \mathbf{p}, \mathbf{p}}(\boldsymbol{\Gamma})} .
$$

Now, we can study the strong solutions for the complete problem $\left(S^{+}\right)$. As for the generalized solutions, we will show that it is equivalent to an homogeneous problem, solved by Proposition 1. The following theorem was established in the case $N=3$, $p=2$, by Maz'ya-Plamenevskiǐ-Stupyalis (see [67]).
Theorem 23. Assume that $\frac{N}{p^{\prime}} \neq 1$. For any $\mathbf{f} \in \mathbf{W}_{\mathbf{1}}^{\mathbf{0}, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)$, $\mathbf{h} \in \mathbf{W}_{\mathbf{1}}^{\mathbf{1}, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)$ and $\mathbf{g} \in \mathbf{W}_{1}^{\mathbf{2 - 1} / \mathbf{p}, \mathbf{p}}(\boldsymbol{\Gamma})$, problem $\left(S^{+}\right)$admits a unique solution $(\mathbf{u}, \pi)$ which belongs to $\mathbf{W}_{1}^{\mathbf{2}, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right) \times \mathbf{W}_{1}^{1, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)$, with the estimate

$$
\|\mathbf{u}\|_{\mathbf{w}_{1}^{2, \mathbf{p}}\left(\mathbb{R}_{+}^{N}\right)}+\|\pi\|_{\mathbf{W}_{1}^{1, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbb{N}}\right)} \leq \quad C\left(\|\mathbf{f}\|_{\mathbf{W}_{1}^{\mathbf{0}, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)}+\|h\|_{W_{1}^{1, p}\left(\mathbb{R}_{+}^{N}\right)}+\|\mathbf{g}\|_{\mathbf{w}_{1}^{2-1 / \mathbf{p}, \mathbf{p}}(\mathbf{\Gamma})}\right) .
$$

Corollary 3. Let $m \in \mathbb{N}$ and assume that $\frac{N}{p^{\prime}} \neq 1$ if $m \geq 1$. For any $\mathbf{f} \in \mathbf{W}_{\mathbf{m}}^{\mathbf{m}-1, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right), \mathbf{h} \in$ $\mathbf{W}_{\mathbf{m}}^{\mathbf{m}, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)$ and $\mathbf{g} \in \mathbf{W}_{\mathbf{m}}^{\mathbf{m}+\mathbf{1 - 1} / \mathbf{p}, \mathbf{p}}(\boldsymbol{\Gamma})$, problem $\left(S^{+}\right)$admits a unique solution $(\mathbf{u}, \pi) \in$ $\mathbf{W}_{\mathbf{m}}^{\mathbf{m}+\mathbf{1}, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right) \times \mathbf{W}_{\mathbf{m}}^{\mathbf{m}, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)$, with the estimate

$$
\begin{aligned}
& \|\mathbf{u}\|_{\mathbf{W}_{\mathbf{m}}^{\mathbf{m}+1, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathrm{N}}\right)}+\|\pi\|_{\mathbf{W}_{\mathbf{m}}^{\mathbf{m}, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)} \leq \\
& \quad C\left(\|\mathbf{f}\|_{\mathbf{W}_{\mathbf{m}}^{\mathbf{m}-1, \mathbf{p}}\left(\mathbb{R}_{+}^{N}\right)}+\|h\|_{W_{m}^{m, p}\left(\mathbb{R}_{+}^{N}\right)}+\|\mathbf{g}\|_{\mathbf{W}_{\mathbf{m}}^{\mathbf{m}+1-1 / \mathbf{p}, \mathbf{p}}(\mathbf{\Gamma})}\right)
\end{aligned}
$$

Now, we examine the basic case $\ell=-1$, corresponding to $f \in \mathbf{L}^{\mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)$. More precisely, we have the following result, corresponding to Theorem 23:
Theorem 24. For any $\mathbf{f} \in \mathbf{L}^{\mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right), \mathbf{h} \in \mathbf{W}_{\mathbf{0}}^{\mathbf{1 , p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)$ and $\mathbf{g} \in \mathbf{W}_{\mathbf{0}}^{\mathbf{2 - 1 / p}, \mathbf{p}}(\boldsymbol{\Gamma})$, problem $\left(S^{+}\right)$admits a solution $(\mathbf{u}, \pi) \in \mathbf{W}_{\mathbf{0}}^{\mathbf{2}, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right) \times \mathbf{W}_{\mathbf{0}}^{\mathbf{1 , p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)$, unique if $N>p$, unique up to an element of $\left(\mathbb{R} x_{N}\right)^{N-1} \times\{0\} \times \mathbb{R}$ if $N \leq p$, with the following estimate if $N \leq p$ (eliminate $(\lambda, \mu)$ if $N>p)$ :

$$
\begin{aligned}
& \inf _{(\lambda, \mu) \in\left(\mathbb{R}_{\mathbf{X}}\right)^{\mathbf{N}-\mathbf{1} \times\{\mathbf{0}\} \times \mathbb{R}}}\left(\|\mathbf{u}+\lambda\|_{\mathbf{W}_{\mathbf{0}}^{2, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)}+\|\pi+\mu\|_{\mathbf{W}_{\mathbf{0}}^{1, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)}\right) \leq \\
& C\left(\|\mathbf{f}\|_{\mathbf{L}^{\mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)}+\|h\|_{W_{0}^{1, p}\left(\mathbb{R}_{+}^{N}\right)}+\|\mathbf{g}\|_{\mathbf{W}_{\mathbf{0}}^{2-1 / \mathbf{p}, \mathbf{p}}(\mathbf{\Gamma})}\right) .
\end{aligned}
$$

Corollary 4. Let $m \in \mathbb{N}$. For any $\mathbf{f} \in \mathbf{W}_{\mathbf{m}}^{\mathbf{m}, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)$, $\mathbf{h} \in \mathbf{W}_{\mathbf{m}}^{\mathbf{m}+\mathbf{1}, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)$ and $\mathbf{g} \in$ $\mathbf{W}_{\mathbf{m}}^{\mathbf{m}+\mathbf{2 - 1} / \mathbf{p}, \mathbf{p}}(\boldsymbol{\Gamma})$, problem $\left(S^{+}\right)$admits a solution $(\mathbf{u}, \pi) \in \mathbf{W}_{\mathbf{m}}^{\mathbf{m}+\mathbf{2}, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right) \times \mathbf{W}_{\mathbf{m}}^{\mathbf{m}+\mathbf{1}, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)$, unique if $N>p$, unique up to an element of $\left(\mathbb{R} x_{N}\right)^{N-1} \times\{0\} \times \mathbb{R}$ if $N \leq p$, with the following estimate if $N \leq p$ (eliminate $(\lambda, \mu)$ if $N>p$ ):

$$
\begin{aligned}
\inf _{(\lambda, \mu) \in\left(\mathbb{R}_{\mathbf{N}}\right)^{\mathbf{N}-\mathbf{1} \times\{\mathbf{0}\} \times \mathbb{R}}}\left(\|\mathbf{u}+\lambda\|_{\mathbf{W}_{\mathbf{m}}^{\mathbf{m}+2, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)}+\|\pi+\mu\|_{\mathbf{W}_{\mathbf{m}}^{\mathbf{m}+1, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathrm{N}}\right)}\right) \leq \\
C\left(\|\mathbf{f}\|_{\mathbf{W}_{\mathbf{m}}^{\mathbf{m}, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)}+\|h\|_{W_{m}^{m+1, p}\left(\mathbb{R}_{+}^{N}\right)}+\|\mathbf{g}\|_{\mathbf{W}_{\mathbf{m}}^{\mathbf{m}+2-1 / \mathbf{p}, \mathbf{p}}(\mathbf{\Gamma})}\right) .
\end{aligned}
$$

### 5.3.3 Very weak solutions for the Stokes system

Proposition 2. Assume that $\frac{N}{p} \neq 1$. For any $\mathbf{g} \in \mathbf{W}_{-\mathbf{1}}^{-1 / \mathbf{p}, \mathbf{p}}(\boldsymbol{\Gamma})$ such that $g_{N}=0$, the Stokes problem (5.11)-(5.13) has a unique solution $(\mathbf{u}, \pi) \in \mathbf{W}_{-1}^{\mathbf{0}, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right) \times \mathbf{W}_{-\mathbf{1}}^{-\mathbf{1}, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)$, with the estimate

$$
\|\mathbf{u}\|_{\mathbf{W}_{-1}^{\mathbf{0}, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathrm{N}}\right)}+\|\pi\|_{\mathbf{W}_{-1}^{-1, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathrm{N}}\right)} \leq \mathbf{C}\|\mathbf{g}\|_{\mathbf{W}_{-1}^{-1 / \mathbf{p}, \mathbf{p}}(\boldsymbol{\Gamma})}
$$

Theorem 25. Assume that $\frac{N}{p} \neq 1$. For any $\mathbf{g} \in \mathbf{W}_{-\mathbf{1}}^{-\mathbf{1} / \mathbf{p}, \mathbf{p}}(\boldsymbol{\Gamma})$, the Stokes problem (5.11)-(5.13) has a unique solution $(\mathbf{u}, \pi) \in \mathbf{W}_{-\mathbf{1}}^{\mathbf{0 , p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right) \times \mathbf{W}_{-\mathbf{1}}^{-\mathbf{1}, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)$, with the estimate

$$
\|\mathbf{u}\|_{\mathbf{W}_{-1}^{\mathbf{0}, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathrm{N}}\right)}+\|\pi\|_{\mathbf{W}_{-1}^{-1, \mathbf{p}}\left(\mathbb{R}_{+}^{N}\right)} \leq \mathbf{C}\|\mathbf{g}\|_{\mathbf{W}_{-1}^{-1 / \mathbf{p}, \mathbf{p}}(\boldsymbol{\Gamma})} .
$$

Proposition 3. For any $\mathbf{g} \in \mathbf{W}_{\mathbf{0}}^{\mathbf{- 1 / p}, \mathbf{p}}(\boldsymbol{\Gamma})$ such that $g_{N}=0$, and $\mathbf{g}^{\prime} \perp \mathbb{R}^{N-1}$ if $N \leq p^{\prime}$, the Stokes problem (5.11)-(5.13) has a unique solution $(\mathbf{u}, \pi) \in \mathbf{L}^{\mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right) \times \mathbf{W}_{\mathbf{0}}^{\mathbf{- 1 , p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)$, with the estimate

$$
\|\mathbf{u}\|_{\mathbf{L}^{\mathbf{p}}\left(\mathbb{R}_{+}^{\mathrm{N}}\right)}+\|\pi\|_{\mathbf{W}_{0}^{-1, \mathbf{p}}\left(\mathbb{R}_{+}^{N}\right)} \leq \mathbf{C}\|\mathbf{g}\|_{\mathbf{W}_{0}^{-1 / \mathbf{p}, \mathbf{p}}(\boldsymbol{\Gamma})} .
$$

Theorem 26. For any $\mathbf{g} \in \mathbf{W}_{\mathbf{0}}^{-\mathbf{1} / \mathbf{p}, \mathbf{p}}(\boldsymbol{\Gamma})$ such that $\mathbf{g} \perp \mathbb{R}^{N}$ if $N \leq p^{\prime}$, the Stokes problem (5.11)-(5.13) has a unique solution $(\mathbf{u}, \pi) \in \mathbf{L}^{\mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right) \times \mathbf{W}_{0}^{-\mathbf{1}, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)$, with the estimate

$$
\|\mathbf{u}\|_{\mathbf{L}^{\mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)}+\|\pi\|_{\mathbf{W}_{0}^{-1, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)} \leq \mathbf{C}\|\mathbf{g}\|_{\mathbf{W}_{0}^{-1 / \mathbf{p}, \mathbf{p}}(\mathbf{\Gamma})}
$$

### 5.4 Stokes problem with Navier condition

For the stationary Stokes problem

$$
-\Delta \mathbf{u}+\nabla \pi=\mathbf{f} \text { and } \operatorname{div} \mathbf{u}=\mathbf{h} \text { in } \boldsymbol{\Omega}
$$

where $\Omega$ is a domain of $\mathbb{R}^{N}$, there are several possible boundary conditions. Under the hypothesis of impermeability of the boundary, the velocity field $\mathbf{u}$ satisfies

$$
\begin{equation*}
\mathbf{u} \cdot \mathbf{n}=\mathbf{0} \text { on } \partial \boldsymbol{\Omega} \tag{5.14}
\end{equation*}
$$

where $\boldsymbol{n}$ stands for the outer normal vector. According to the idea that the fluid cannot slip on the wall due to its viscosity, we get the no-slip condition

$$
\begin{equation*}
\mathbf{u}_{\tau}=\mathbf{0} \quad \text { on } \partial \Omega, \tag{5.15}
\end{equation*}
$$

where $\mathbf{u}_{\tau}=\mathbf{u}-(\mathbf{u} \cdot \mathbf{n}) \mathbf{n}$ denotes, as usual, the tangential component of $\mathbf{u}$. The Dirichlet boundary value problem, which was suggested by Stokes, is the combination of (5.14) and (5.15). Concerning this problem, the literature is well known and extensive. Especially in the case of the half-space, we would like to mention the works of Cattabriga [15], Tanaka [78], Farwig and Sohr [28], and Galdi [39], where the solution of the problem is investigated in homogeneous Sobolev spaces, whereas in the works of Maz'ya, Plamenevskiŭ, and Stupyalis [67] and Boulmezaoud [9], we can find results in weighted Sobolev spaces. This is also the functional framework of our previous work (see [6]) and also see Section 5.3.

The correctness of the no-slip hypothesis has been a subject of discussion for over two centuries among many distinguished scientists. Instead of (5.15), Navier had already proposed the following condition saying that the velocity on the boundary is proportional to the tangential component of the stress:

$$
\begin{equation*}
(\mathbb{T} \cdot \boldsymbol{n})_{\tau}+\beta \mathbf{u}_{\tau}=\mathbf{0} \quad \text { on } \partial \Omega \tag{5.16}
\end{equation*}
$$

where $\mathbb{T}$ denotes the viscous stress tensor and $\beta$ is a friction coefficient. For the incompressible isotropic fluids, the viscous stress tensor is given by

$$
\mathbb{T}=-\pi \mathbb{I}+\nu\left(\nabla \mathbf{u}+\nabla \mathbf{u}^{\mathbf{T}}\right)
$$

The case $\beta=0$ is termed complete slip, while (5.16) reduces to (5.15) in the asymptotic limit $\beta \rightarrow \infty$. The aim of this paper is to investigate the Stokes problem in the half-space with the following type of slip boundary conditions:

$$
\left(\mathrm{S}^{\sharp}\right)\left\{\begin{array}{rlll}
-\Delta \mathbf{u}+\nabla \pi=\mathbf{f} & \text { and } & \operatorname{div} \mathbf{u}=\mathbf{h} & \text { in } \mathbb{R}_{+}^{n}, \\
u_{n}=g_{n} & \text { and } & \partial_{n} \mathbf{u}^{\prime}=\mathbf{g}^{\prime} & \text { on } \Gamma .
\end{array}\right.
$$

Similarly as in Section 5.3 the weak, strong and very weak solution were investigated.

### 5.4.1 Weak solutions

Proposition 5.1. For any $g_{n} \in W_{0}^{1-1 / p, p}(\Gamma)$ and $\mathbf{g}^{\prime} \in \mathbf{W}_{\mathbf{0}}^{-\mathbf{1} / \mathbf{p}, \mathbf{p}}(\boldsymbol{\Gamma})$ such that $\mathbf{g}^{\prime} \perp \mathbb{R}^{N-1}$ if $N \leq p^{\prime}$, the Stokes problem

$$
\begin{array}{rlr}
-\Delta \mathbf{u}+\nabla \pi=\mathbf{0} & & \text { in } \mathbb{R}_{+}^{N}, \\
\operatorname{div} \mathbf{u}=0 & & \text { in } \mathbb{R}_{+}^{N}, \\
u_{n} & =g_{n} & \\
\text { on } \Gamma,  \tag{5.17d}\\
\partial_{n} \mathbf{u}^{\prime}=\mathbf{g}^{\prime} & & \text { on } \Gamma
\end{array}
$$

has a solution $(\mathbf{u}, \pi) \in \mathbf{W}_{\mathbf{0}}^{\mathbf{1}, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right) \times \mathbf{L}^{\mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)$, unique if $N>p$, unique up to an element of $\mathbb{R}^{N-1} \times\{0\}^{2}$ if $N \leq p$, with the estimate

$$
\begin{aligned}
\inf _{\mathbf{h} \in \mathbb{R}^{N-1} \times\{0\}}\|\mathbf{u}+\|_{\mathbf{W}_{0}^{1, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)}+\|\pi\|_{\mathbf{L}^{\mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)} & \\
& \leq C\left(\left\|g_{n}\right\|_{W_{0}^{1-1 / p, p}(\Gamma)}+\left\|\mathbf{g}^{\prime}\right\|_{\mathbf{W}_{0}^{-1 / \mathbf{p}, \mathbf{p}}(\mathbf{\Gamma})}\right)
\end{aligned}
$$

if $N \leq p$, and the corresponding estimate without $\inf (\mathbf{h}=0)$ if $N>p$.

Theorem 27. Assume that $\frac{N}{p^{\prime}} \neq 1$. For any $\mathbf{f} \in \mathbf{W}_{1}^{\mathbf{0}, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right), h \in W_{1}^{1, p}\left(\mathbb{R}_{+}^{N}\right), g_{n} \in$ $W_{0}^{1-1 / p, p}(\Gamma)$, and $\mathbf{g}^{\prime} \in \mathbf{W}_{\mathbf{0}}^{-\mathbf{1} / \mathbf{p}, \mathbf{p}}(\boldsymbol{\Gamma})$, satisfying the following compatibility condition if $N<p^{\prime}$ :

$$
\begin{equation*}
\forall i \in\{1, \ldots, N-1\}, \quad \int_{\mathbb{R}_{+}^{N}} f_{i} \mathrm{~d} x=\left\langle g_{i}, 1\right\rangle_{W_{0}^{-1 / p, p}(\Gamma) \times W_{0}^{1 / p, p^{\prime}}(\Gamma)}, \tag{5.18}
\end{equation*}
$$

problem $\left(\mathrm{S}^{\sharp}\right)$ admits a solution $(\mathbf{u}, \pi) \in \mathbf{W}_{\mathbf{0}}^{\mathbf{1 , p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right) \times \mathbf{L}^{\mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)$, unique if $N>p$, unique up to an element of $\mathbb{R}^{N-1} \times\{0\}^{2}$ if $N \leq p$, with the estimate

$$
\begin{aligned}
\inf _{\mathbf{h} \in \mathbb{R}^{N-1} \times\{0\}} \| \mathbf{u} & +\mathbf{h}\left\|_{\mathbf{W}_{\mathbf{0}}^{1, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)}+\right\| \pi \|_{\mathbf{L}^{\mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)} \\
& \leq C\left(\|\mathbf{f}\|_{\mathbf{W}_{1}^{\mathbf{0}, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)}+\|h\|_{W_{1}^{1, p}\left(\mathbb{R}_{+}^{N}\right)}+\left\|g_{n}\right\|_{W_{0}^{1-1 / p, p}(\Gamma)}+\left\|\mathbf{g}^{\prime}\right\|_{\mathbf{W}_{0}^{-1 / \mathbf{p}, \mathbf{p}}(\mathbf{\Gamma})}\right)
\end{aligned}
$$

if $N \leq p$, and the corresponding estimate without $\inf (\mathbf{h}=0)$ if $N>p$.

### 5.4.2 Strong solutions

Theorem 28. Let $\ell \in \mathbb{Z}$ with hypothesis

$$
\begin{equation*}
N / p^{\prime} \notin\{1, \ldots, \ell+1\} \quad \text { and } \quad N / p \notin\{1, \ldots,-\ell-1\} . \tag{5.19}
\end{equation*}
$$

For any $\mathbf{f} \in \mathbf{W}_{\ell+\mathbf{1}}^{\mathbf{0}, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right), h \in W_{\ell+1}^{1, p}\left(\mathbb{R}_{+}^{N}\right), g_{n} \in W_{\ell+1}^{2-1 / p, p}(\Gamma), \mathbf{g}^{\prime} \in \mathbf{W}_{\ell+1}^{1-1 / \mathbf{p}, \mathbf{p}}(\boldsymbol{\Gamma})$, satisfying condition

$$
\begin{align*}
& \forall \varphi \in \mathcal{N}_{\left[\mathbf{1}+\ell-\mathbf{N} / \mathbf{p}^{\prime}\right]}^{\Delta} \times \mathcal{A}_{\left[\mathbf{1}+\ell-\mathbf{N} / \mathbf{p}^{\prime}\right]}^{\Delta}, \\
& \quad \int_{\mathbb{R}_{+}^{N}}(\mathbf{f}-\nabla h) \cdot \varphi \mathrm{d} \mathbf{x}+\left\langle\operatorname{div} \mathbf{f}, \boldsymbol{\Pi}_{\mathbf{N}} \operatorname{div} \varphi\right\rangle_{\mathbf{W}_{\ell+1}^{-1, \mathbf{p}}\left(\mathbb{R}_{+}^{N}\right) \times \dot{\mathbf{w}}_{-\ell-1}^{1, \mathbf{p}^{\prime}}\left(\mathbb{R}_{+}^{N}\right)}  \tag{5.20}\\
& \quad+\int_{\Gamma} g_{n} \partial_{n} \varphi_{n} \mathrm{~d} x^{\prime}-\left\langle\mathbf{g}^{\prime}, \varphi^{\prime}\right\rangle_{\mathbf{w}_{\ell}^{-1 / \mathbf{p}, \mathbf{p}}(\boldsymbol{\Gamma}) \times \mathbf{W}_{-\ell}^{1-1 / \mathbf{p}^{\prime}, \mathbf{p}^{\prime}}(\boldsymbol{\Gamma})}=0,
\end{align*}
$$

problem $\left(S^{\sharp}\right)$ admits a solution $(\mathbf{u}, \pi) \in \mathbf{W}_{\ell+1}^{2, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right) \times \mathbf{W}_{\ell+1}^{1, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)$, unique up to an element of $\mathcal{S}_{[1-\ell-N / p]}^{\sharp}$, with the estimate

$$
\begin{aligned}
\inf _{(\lambda, \mu) \in \mathcal{S}_{[1-\ell-\mathbf{N} / \mathbf{p}]}^{\sharp}} & \left(\|\mathbf{u}+\lambda\|_{\mathbf{W}_{\ell+1}^{2, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)}+\|\pi+\mu\|_{\mathbf{W}_{\ell+1}^{1, \mathbf{p}}\left(\mathbb{R}_{+}^{N}\right)}\right) \\
\leq & C\left(\|\mathbf{f}\|_{\mathbf{W}_{\ell+1}^{\mathbf{0}, \mathbf{p}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)}}+\|h\|_{W_{\ell+1}^{0, p}\left(\mathbb{R}_{+}^{N}\right)}+\left\|g_{n}\right\|_{W_{\ell+1}^{2-1 / p, p}(\Gamma)}+\left\|\mathbf{g}^{\prime}\right\|_{\mathbf{W}_{\ell+1}^{1-1 / \mathbf{p}, \mathbf{p}}(\mathbf{\Gamma})}\right) .
\end{aligned}
$$

### 5.4.3 Very weak solutions

Theorem 29. Let $\ell \in \mathbb{Z}$ and assume that

$$
N / p^{\prime} \notin\{1, \ldots, \ell+1\} \quad \text { and } \quad N / p \notin\{1, \ldots,-\ell+1\} .
$$

For any $\mathbf{f} \in \mathbf{W}_{\ell+\mathbf{1}}^{\mathbf{0}, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right), h \in W_{\ell+1}^{1, p}\left(\mathbb{R}_{+}^{N}\right), g_{n} \in W_{\ell-1}^{-1 / p, p}(\Gamma), \mathbf{g}^{\prime} \in \mathbf{W}_{\ell-\mathbf{1}}^{-\mathbf{1}-\mathbf{1} / \mathbf{p}, \mathbf{p}}(\boldsymbol{\Gamma})$, satisfying the compatibility condition

$$
\begin{aligned}
& \forall \varphi \in \mathcal{N}_{\left[\mathbf{1}+\ell-\mathbf{N} / \mathbf{p}^{\prime}\right]}^{\Delta} \times \mathcal{A}_{\left[\mathbf{1}+\ell-\mathbf{N} / \mathbf{p}^{\prime}\right]}^{\Delta}, \\
& \qquad \begin{aligned}
\int_{\mathbb{R}_{+}^{N}}(-\nabla h) \cdot \varphi \mathrm{d} \mathbf{x}+\left\langle\operatorname{div} \mathbf{f}, \boldsymbol{\Pi}_{\mathbf{N}} \operatorname{div} \varphi\right\rangle_{\mathbf{W}_{\ell+1}^{-1, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right) \times \stackrel{\mathbf{W}}{-\ell-1}_{1, \mathbf{p}^{\prime}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)} \\
\quad+\left\langle g_{n}, \partial_{n} \varphi_{n}\right\rangle_{\mathbf{W}_{\ell-1}^{-1 / \mathbf{p}, \mathbf{p}}(\mathbf{\Gamma}) \times \mathbf{W}_{-\ell+1}^{1-1 / \mathbf{p}^{\prime}, \mathbf{p}^{\prime}}(\mathbf{\Gamma})} \\
\quad-\left\langle\mathbf{g}^{\prime}, \varphi^{\prime}\right\rangle_{\mathbf{W}_{\ell-1}^{-1 / \mathbf{p}, \mathbf{p}}(\mathbf{\Gamma}) \times \mathbf{W}_{-\ell+1}^{2-1 / \mathbf{p}^{\prime}, \mathbf{p}^{\prime}}(\mathbf{\Gamma})}=0,
\end{aligned}
\end{aligned}
$$

problem $\left(S^{\sharp}\right)$ admits a solution $(\mathbf{u}, \pi) \in \mathbf{W}_{\ell+\mathbf{1}}^{\mathbf{0}, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right) \times \mathbf{W}_{\ell-\mathbf{1}}^{-\mathbf{1}, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)$, unique up to an element of $\mathcal{S}_{[1-\ell-N / p]}^{\sharp}$, with the estimate

$$
\begin{aligned}
\inf _{(\lambda, \mu) \in \mathcal{S}_{[1-\ell-\mathbf{N} / \mathbf{p}]}^{\sharp}} & \left(\|\mathbf{u}+\lambda\|_{\mathbf{W}_{\ell-1}^{\mathbf{0}, \mathbf{p}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)}}+\|\pi+\mu\|_{\mathbf{W}_{\ell-1}^{-1, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)}\right) \\
\leq & C\left(\|\mathbf{f}\|_{\mathbf{W}_{\ell+1}^{\mathbf{0}, \mathbf{p}}\left(\mathbb{R}_{+}^{\mathbf{N}}\right)}+\|h\|_{W_{\ell+1}^{0, p}\left(\mathbb{R}_{+}^{N}\right)}+\left\|g_{n}\right\|_{W_{\ell-1}^{-1 / p, p}(\Gamma)}+\left\|\mathbf{g}^{\prime}\right\|_{\mathbf{W}_{\ell-1}^{-1-1 / \mathbf{p}, \mathbf{p}}(\mathbf{\Gamma})}\right) .
\end{aligned}
$$
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#### Abstract

SUMMARY We study time-periodic Oseen flows past a rotating body in $\mathbb{R}^{3}$ proving weighted a priori estimates in $L^{q}$-spaces using Muckenhoupt weights. After a time-dependent change of coordinates the problem is reduced to a stationary Oseen equation with the additional terms $(\omega \wedge x) \cdot \nabla u$ and $-\omega \wedge u$ in the equation of momentum where $\omega$ denotes the angular velocity. Due to the asymmetry of Oseen flow and to describe its wake we use anisotropic Muckenhoupt weights, a weighted theory of Littlewood-Paley decomposition and of maximal operators as well as one-sided univariate weights, one-sided maximal operators and a new version of Jones’ factorization theorem. Copyright © 2007 John Wiley \& Sons, Ltd.
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## 1. INTRODUCTION

We consider a three-dimensional rigid body $K \subset \subset \mathbb{R}^{3}$ rotating with angular velocity $\omega=\widetilde{\omega}(0,0,1)^{\mathrm{T}}$, $\widetilde{\omega} \neq 0$, and assume that the complement $\mathbb{R}^{3} \backslash K$ is filled with a viscous incompressible fluid modelled by the Navier-Stokes equations. Then we will analyse the viscous flow either past the rotating body $K$ with velocity $u_{\infty}=k e_{3} \neq 0$ at infinity or around a rotating body $K$ which is moving in the direction of its axis of rotation. Given the coefficient of viscosity $v>0$ and an external force $\widetilde{f}=\widetilde{f}(y, t)$, we are looking for the velocity $v=v(y, t)$ and the pressure $q=q(y, t)$ solving the

[^0]nonlinear system
\[

$$
\begin{array}{rlrl}
v_{t}-v \Delta v+v \cdot \nabla v+\nabla q & =\tilde{f} & & \text { in } \Omega(t), t>0 \\
\operatorname{div} v & =0 & & \text { in } \Omega(t), t>0 \\
v(y, t) & =\omega \wedge y & & \text { on } \partial \Omega(t), t>0  \tag{1}\\
v(y, t) \rightarrow u_{\infty} \neq 0 & & \text { as }|y| \rightarrow \infty
\end{array}
$$
\]

Here the time-dependent exterior domain $\Omega(t)$ is given-due to the rotation with angular velocity $\omega$-by

$$
\Omega(t)=O_{\omega}(t) \Omega
$$

where $\Omega \subset \mathbb{R}^{3}$ is a fixed exterior domain and $O_{\omega}(t)$ denotes the orthogonal matrix:

$$
O_{\omega}(t)=\left(\begin{array}{ccc}
\cos \widetilde{\omega} t & -\sin \widetilde{\omega} t & 0  \tag{2}\\
\sin \widetilde{\omega} t & \cos \widetilde{\omega} t & 0 \\
0 & 0 & 1
\end{array}\right)
$$

Introducing the change of variables and the new functions

$$
\begin{equation*}
x=O_{\omega}(t)^{\mathrm{T}} y \quad \text { and } \quad u(x, t)=O_{\omega(t)}^{\mathrm{T}}\left(v(y, t)-u_{\infty}\right), \quad p(x, t)=q(y, t) \tag{3}
\end{equation*}
$$

respectively, as well as the force term $f(x, t)=O(t)^{\mathrm{T}} \tilde{f}(y, t)$ we arrive at the modified NavierStokes system

$$
\begin{align*}
u_{t}-v \Delta u+u \cdot \nabla u+k \partial_{3} u-(\omega \wedge x) \cdot \nabla u+\omega \wedge u+\nabla p & =f & & \text { in } \Omega \times(0, \infty) \\
\operatorname{div} u & =0 & & \text { in } \Omega \times(0, \infty)  \tag{4}\\
u(x, t) & \rightarrow 0 & & \text { as }|x| \rightarrow \infty
\end{align*}
$$

with boundary condition $u(x, t)=\omega \wedge x-u_{\infty}$ on $\partial \Omega$ in the exterior time-independent domain $\Omega$.
Due to the new coordinate system attached to the rotating body the nonlinear system (4) contains two new linear terms, the classical Coriolis force term $\omega \wedge u$ (up to a multiplicative constant) and the term $(\omega \wedge x) \cdot \nabla u$ which is not subordinate to the Laplacian in unbounded domains. Linearizing (4) in $u$ at $u \equiv 0$ and considering only the stationary problem we arrive at the modified Oseen system

$$
\begin{align*}
-v \Delta u+k \partial_{3} u-(\omega \wedge x) \cdot \nabla u+\omega \wedge u+\nabla p & =f & & \text { in } \Omega \\
\operatorname{div} u & =0 & & \text { in } \Omega  \tag{5}\\
u & \rightarrow 0 & & \text { at } \infty
\end{align*}
$$

together with the boundary condition $u(x, t)=\omega \wedge x-u_{\infty}$ on $\partial \Omega$. Note that there is no boundary condition in the case $\Omega=\mathbb{R}^{3}$.

The linear system (5) has been analysed in classical $L^{q}$-spaces, $1<q<\infty$, for the whole space case in $[1,2]$ proving the a priori estimate

$$
\begin{gather*}
\left\|v \nabla^{2} u\right\|_{q}+\|\nabla p\|_{q} \leqslant c\|f\|_{q} \\
\left\|k \partial_{3} u\right\|_{q}+\|(\omega \wedge x) \cdot \nabla u+\omega \wedge u\|_{q} \leqslant c\left(1+\frac{k^{4}}{v^{2}|\omega|^{2}}\right)\|f\|_{q} \tag{6}
\end{gather*}
$$

with a constant $c>0$ independent of $v, k$ and $\omega$. For a discussion of weak solutions, we refer to [3, 4]; the spectrum of the linear operator defined by (5) is considered in [5]. The corresponding case when $u_{\infty}=0$ has recently been analysed in [6-13]. For a more comprehensive introduction including physical considerations and nonNewtonian fluids we refer to [14].

The aim of this paper is to generalize the a priori estimate (6) to weighted $L^{q}$-spaces for the whole space $\mathbb{R}^{3}$. For this reason, we introduce the weighted Lebesgue space

$$
L_{w}^{q}\left(\mathbb{R}^{3}\right)=L_{w}^{q}=\left\{u \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{3}\right):\|u\|_{q, w}=\left(\int_{\mathbb{R}^{n}}|u(x)|^{q} w(x) \mathrm{d} x\right)^{1 / q}<\infty\right\}
$$

where $w \in L_{\text {loc }}^{1}$ is a nonnegative weight function and should reflect the anisotropy of the flow and the existence of a wake region in the downstream direction $x_{3}>0$. Our tools will include Littlewood-Paley theory, singular integral operators, multiplier operators and maximal operators in weighted spaces so that we need weight functions satisfying Muckenhoupt-type conditions. For a totally different approach using variational methods see [15].

## Definition 1.1

Let $\mathscr{R}$ be a collection of bounded sets $R$ in $\mathbb{R}^{n}$, each of positive Lebesgue measure $|R|$. A weight function $0 \leqslant w \in L_{\text {loc }}^{1}$ belongs to the Muckenhoupt class $A_{q}(\mathscr{R})=A_{q}\left(\mathbb{R}^{n}, \mathscr{R}\right), 1 \leqslant q<\infty$, if there exists a constant $C>0$ such that

$$
\sup _{R}\left(\frac{1}{|R|} \int_{R} w(x) \mathrm{d} x\right)\left(\frac{1}{|R|} \int_{R} w^{-1 /(q-1)} \mathrm{d} x\right)^{q-1} \leqslant C \text { for any } R \in \mathscr{R}
$$

if $1<q<\infty$, and

$$
\sup _{R \in \mathscr{R}, R \ni x_{0}} \frac{1}{|R|} \int_{R} w(x) \mathrm{d} x \leqslant C w\left(x_{0}\right) \quad \text { for a.a. } x_{0} \in \mathbb{R}^{n}
$$

if $q=1$, respectively.
Due to the anisotropic nature of our problem we shall need a variant of the classical Muckenhoupt class $A_{q}(\mathscr{C})=A_{q}\left(\mathbb{R}^{3}, \mathscr{C}\right)$, where $\mathscr{C}$ is the set of all cubes $Q \subset \mathbb{R}^{3}$ with edges parallel to the coordinate axes. Namely, $\mathscr{C}$ is replaced by $\mathscr{F}$, the set of all bounded intervals (rectangles) in $\mathbb{R}^{3}$, leading to the class $A_{q}(\mathscr{F})=A_{q}\left(\mathbb{R}^{3}, \mathscr{J}\right)$. Obviously, $A_{q}\left(\mathbb{R}^{3}, \mathscr{F}\right) \subsetneq A_{q}\left(\mathbb{R}^{3}, \mathscr{C}\right)$.

Moreover, to describe the anisotropy of the wake region more precisely by weights we have to introduce in addition to the weights on $\mathbb{R}^{n}$ one-sided Muckenhoupt weights and one-sided maximal operators on the real line, see Definition 1.2, Theorem 2.3 and Lemma 2.4.

## Definition 1.2

(i) For every locally integrable function $u$ on the real line let, $M^{+} u$ be defined by

$$
M^{+} u(x)=\sup _{h>0} \frac{1}{h} \int_{x}^{x+h}|u(t)| \mathrm{d} t
$$

Analogously,

$$
M^{-} u(x)=\sup _{h>0} \frac{1}{h} \int_{x-h}^{x}|u(t)| \mathrm{d} t
$$

(ii) A weight function $0 \leqslant w \in L_{\mathrm{loc}}^{1}(\mathbb{R})$ lies in the weight class $A_{1}^{-}$if there exists a constant $c>0$ such that $M^{+} w(x) \leqslant c w(x)$ for almost all $x \in \mathbb{R}$. Analogously, $w \in A_{1}^{+}$if and only if $M^{-} w(x) \leqslant c w(x)$ for almost all $x \in \mathbb{R}$. The smallest constant $c \geqslant 0$ satisfying $M^{ \pm} w(x) \leqslant c w(x)$ for almost all $x \in \mathbb{R}$ is called the $A_{1}^{\mp}$-constant of $w$.
(iii) A weight function $0 \leqslant w \in L_{\text {loc }}^{1}$ belongs to the one-sided Muckenhoupt class $A_{q}^{+}, 1<q<\infty$, if there exists a constant $C>0$ such that for all $x \in \mathbb{R}$

$$
\sup _{h>0}\left(\frac{1}{h} \int_{x-h}^{x} w(t) \mathrm{d} t\right)\left(\frac{1}{h} \int_{x}^{x+h} w(t)^{-1 /(q-1)} \mathrm{d} t\right)^{q-1} \leqslant C
$$

The smallest constant $C \geqslant 0$ satisfying this estimate is called the $A_{q}^{+}$-constant of $w$. By analogy, we define the set of weights $A_{q}^{-}$and the $A_{q}^{-}$-constant of a weight in $A_{q}^{-}$.
Now we are in a position to describe the most general weights considered in this paper. Note that these weights are independent of the angular variable $\theta$ in the cylindrical coordinate system $\left(r, \theta, x_{3}\right) \in[0, \infty) \times[0,2 \pi] \times \mathbb{R}$ attached to the axis of revolution $e_{3}=(0,0,1)^{\mathrm{T}}$. Hence, we will write $w(x)=w\left(x_{1}, x_{2}, x_{3}\right)=w_{r}\left(x_{3}\right)$ for $r=\left|\left(x_{1}, x_{2}\right)\right|, x=\left(x_{1}, x_{2}, x_{3}\right)$.

## Definition 1.3

For $1 \leqslant q<\infty$, let

$$
\begin{align*}
\widetilde{A}_{q}^{-}=\widetilde{A}_{q}^{-}\left(\mathbb{R}^{3}\right)= & \left\{w \in A_{q}\left(\mathbb{R}^{3}\right): w \text { is } \theta \text {-independent for a.a. } r>0\right. \\
& w\left(x_{1}, x_{2}, \cdot\right)=w_{r}(\cdot) \in A_{q}^{-}(\mathbb{R}) \tag{7}
\end{align*}
$$

## Theorem 1.4

Let the weight function $0 \leqslant w \in L_{\text {loc }}^{1}\left(\mathbb{R}^{3}\right)$ be independent of the angular variable $\theta$ and satisfy the following condition depending on $q \in(1, \infty)$ :

$$
\begin{array}{ll}
2 \leqslant q<\infty: w^{\tau} \in \widetilde{A}_{\tau q / 2}^{-} & \text {for some } \tau \in[1, \infty) \\
1<q<2: w^{\tau} \in \widetilde{A}_{\tau q / 2}^{-} & \text {for some } \tau \in\left(\frac{2}{q}, \frac{2}{2-q}\right] \tag{8}
\end{array}
$$

(i) Given $f \in L_{w}^{q}\left(\mathbb{R}^{3}\right)^{3}$ there exists a solution $(u, p) \in L_{\text {loc }}^{1}\left(\mathbb{R}^{3}\right)^{3} \times L_{\text {loc }}^{1}\left(\mathbb{R}^{3}\right)$ of (5) satisfying the estimate

$$
\begin{equation*}
\left\|v \nabla^{2} u\right\|_{q, w}+\|\nabla p\|_{q, w} \leqslant c\|f\|_{q, w} \tag{9}
\end{equation*}
$$

with a constant $c=c(q, w)>0$ independent of $v, k$ and $\omega$.
(ii) Let $f \in L_{w_{1}}^{q_{1}}\left(\mathbb{R}^{3}\right)^{3} \cap L_{w_{2}}^{q_{2}}\left(\mathbb{R}^{3}\right)^{3}$ such that both $\left(q_{1}, w_{1}\right)$ and $\left(q_{2}, w_{2}\right)$ satisfy conditions (8), and let $u_{1}, u_{2} \in L_{\text {loc }}^{1}\left(\mathbb{R}^{3}\right)^{3}$ together with corresponding pressure functions $p_{1}, p_{2} \in L_{\text {loc }}^{1}\left(\mathbb{R}^{3}\right)$ be solutions of (5) satisfying (9) for $\left(q_{1}, w_{1}\right)$ and $\left(q_{2}, w_{2}\right)$, respectively. Then there are $\alpha, \beta \in \mathbb{R}$ such that $u_{1}$ coincides with $u_{2}$ up to an affine linear field $\alpha e_{3}+\beta \omega \wedge x, \alpha, \beta \in \mathbb{R}$.

## Corollary 1.5

Let the weight function $0 \leqslant w \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{3}\right)$ be independent of the angular variable $\theta$. Moreover, let $w$ satisfy the following condition depending on $q \in(1, \infty)$ :

$$
\begin{array}{ll}
2 \leqslant q<\infty: w^{\tau} \in \widetilde{A}_{\tau q / 2}^{-}(\mathscr{J}) & \text { for some } \tau \in[1, \infty) \\
1<q<2: w^{\tau} \in \widetilde{A}_{\tau q / 2}^{-}(\mathscr{J}) \quad \text { for some } \tau \in\left(\frac{2}{q}, \frac{2}{2-q}\right] \tag{10}
\end{array}
$$

where the weight class $\tilde{A}_{\tau}^{-}(\mathscr{J}), 1 \leqslant \tau<\infty$, is defined by

$$
\tilde{A}_{\tau}^{-}(\mathscr{J})=\tilde{A}_{\tau}^{-}\left(\mathbb{R}^{3}\right) \cap A_{\tau}(\mathscr{J})
$$

Given $f \in L_{w}^{q}\left(\mathbb{R}^{3}\right)^{3}$ there exists a solution $(u, p) \in L_{\text {loc }}^{1}\left(\mathbb{R}^{3}\right)^{3} \times L_{\text {loc }}^{1}\left(\mathbb{R}^{3}\right)$ of (5) satisfying the estimate

$$
\begin{equation*}
\left\|k \partial_{3} u\right\|_{q, w}+\|(\omega \wedge x) \cdot u-\omega \wedge u\|_{q, w} \leqslant c\left(1+\frac{k^{5}}{v^{5 / 2}|\omega|^{5 / 2}}\right)\|f\|_{q, w} \tag{11}
\end{equation*}
$$

with a constant $c=c(q, w)>0$ independent of $v, k$ and $\omega$.
We remark that the $\omega$-dependent term $1+k^{5} / \nu^{5 / 2}|\omega|^{5 / 2}$ in (11) cannot be avoided in general; see [2] for an example in the space $L^{2}\left(\mathbb{R}^{3}\right)$.

As an example of anisotropic weight functions we consider

$$
\begin{equation*}
w(x)=\eta_{\beta}^{\alpha}(x)=(1+|x|)^{\alpha}(1+s(x))^{\beta}, \quad s(x)=\left|\left(x_{1}, x_{2}, x_{3}\right)\right|-x_{3} \tag{12}
\end{equation*}
$$

introduced in [16] to analyse the Oseen equations; see also [3, 15].

## Corollary 1.6

The a priori estimate (9) holds for the anisotropic weights $w=\eta_{\beta}^{\alpha}$, see (12), provided that

$$
\begin{array}{ll}
2 \leqslant q<\infty:-\frac{q}{2}<\alpha<\frac{q}{2}, & 0 \leqslant \beta<\frac{q}{2} \text { and } \alpha+\beta>-1 \\
1<q<2:-\frac{q}{2}<\alpha<q-1, & 0 \leqslant \beta<q-1 \text { and } \alpha+\beta>-\frac{q}{2}
\end{array}
$$

Note that the condition $\beta \geqslant 0$ will reflect the existence of a wake region in the downstream direction $x_{3}>0$ where the solution of the original nonlinear problem (1) will decay slower than in the upstream direction $x_{3}<0$.

## 2. PRELIMINARIES

To prove Theorem 1.4 we need several properties of Muckenhoupt weights and of maximal operators. Recall that $\mathscr{J}$ stands for the set of all nondegenerate rectangles in $\mathbb{R}^{n}$ with edges parallel to the coordinate axes.

## Proposition 2.1

(1) Let $\mu$ be a nonnegative regular Borel measure such that the strong centred Hardy-Littlewood maximal operator

$$
\mathscr{M}_{\mathscr{F}} \mu(x)=\sup _{R \in \mathscr{\mathscr { V }}, R \ni x} \frac{1}{|R|} \int_{R} \mathrm{~d} \mu
$$

is finite for almost all $x \in \mathbb{R}^{n}$; here $R$ runs through the collection $\mathscr{J}$ of rectangles containing additionally the point $x$, and $|R|$ denotes the Lebesgue measure of $R$. Then $(\mathscr{M} \mathscr{f} \mu)^{\gamma} \in A_{1}(\mathscr{F})$ for all $\gamma \in[0,1)$.
(2) For all $1<q<\tau$, we have $A_{1}(\mathscr{F}) \subset A_{q}(\mathscr{F}) \subset A_{\tau}(\mathscr{F})$.
(3) Let $1<q<\infty$ and $w \in A_{q}(\mathscr{F})$. Then there are $w_{1}, w_{2} \in A_{1}(\mathscr{F})$ such that

$$
w=\frac{w_{1}}{w_{2}^{q-1}}
$$

Conversely, given $w_{1}, w_{2} \in A_{1}(\mathscr{F})$, the weight $w=w_{1} w_{2}^{1-q}$ belongs to $A_{q}(\mathscr{J})$.
For the proofs see [17, Chapter IV, Section 6]. Claim (3) is a variant of Jones' factorization theorem, see [17, Chapter IV, Theorem 6.8].

For a rapidly decreasing function $u \in \mathscr{S}\left(\mathbb{R}^{n}\right)$, let

$$
\mathscr{F} u(\xi)=\hat{u}(\xi)=\frac{1}{(2 \pi)^{n / 2}} \int_{\mathbb{R}^{n}} \mathrm{e}^{-\mathrm{i} x \cdot \xi} u(x) \mathrm{d} x, \quad \xi \in \mathbb{R}^{n}
$$

be the Fourier transform of $u$. Its inverse will be denoted by $\mathscr{F}^{-1}$. Moreover, we define the centred Hardy-Littlewood maximal operator

$$
\mathscr{M} u(x)=\sup _{Q \ni x} \frac{1}{|Q|} \int_{Q}|u(y)| \mathrm{d} y, \quad x \in \mathbb{R}^{n}
$$

for $u \in L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$ where $Q$ runs through the set of all closed cubes centred at $x$.

## Theorem 2.2

Let $1<q<\infty$ and $w \in A_{q}$.
(i) The operator $\mathscr{M}$, defined e.g. on $\mathscr{S}\left(\mathbb{R}^{n}\right)$, is a bounded operator from $L_{w}^{q}$ to $L_{w}^{q}$.
(ii) Let $m \in C^{n}\left(\mathbb{R}^{n} \backslash\{0\}\right)$ satisfy the pointwise Hörmander-Mikhlin multiplier condition

$$
|\xi|^{|\alpha|}\left|D^{\alpha} m(\xi)\right| \leqslant c_{\alpha} \quad \text { for all } \xi \in \mathbb{R}^{n} \backslash\{0\}
$$

and all multiindices $\alpha \in \mathbb{N}_{0}^{n}$ with $|\alpha| \leqslant n_{1} \in \mathbb{N}$, where $n_{1} \geqslant n / 2$. Then the multiplier operator $u \mapsto \mathscr{F}^{-1}(m \hat{u}), u \in \mathscr{S}\left(\mathbb{R}^{n}\right)$, can be extended to a bounded linear operator from $L_{w}^{q}$ to $L_{w}^{q}$.
(iii) Let $m$ be of class $C^{n}$ in each 'quadrant' of $\mathbb{R}^{n}$ and let a constant $B \geqslant 0$ exist such that $\|m\|_{\infty} \leqslant B$,

$$
\sup _{x_{k+1}, \ldots, x_{n}} \int_{\mathscr{I}}\left|\frac{\partial^{k} m(x)}{\partial x_{1} \cdots \partial x_{k}}\right| \mathrm{d} x_{1} \ldots \mathrm{~d} x_{k} \leqslant B
$$

for any dyadic interval $\mathscr{I}$ in $\mathbb{R}^{k}, 1 \leqslant k \leqslant n$, and also for any permutation of the variables $x_{1}, \ldots, x_{k}$ within $x_{1}, \ldots, x_{n}$. If $1<p<\infty$ and $w \in A_{p}\left(\mathbb{R}^{n}, \mathscr{F}\right)$, then $m$ defines a bounded multiplier operator from $L_{w}^{p}\left(\mathbb{R}^{n}\right)$ to $L_{w}^{p}\left(\mathbb{R}^{n}\right)$.

## Proof

(i) See [17, Theorem IV 2.8], [18, Theorem 9] and (ii) see [17, Theorem IV 3.9] or [19, Theorem 4]. Note that the pointwise condition on $m$ implies the integral condition in [17, 19]. For the proof of (iii) see [19].

Concerning one-sided weights and one-sided maximal operators on the real line, see Definition 1.2 , we first recall the following duality property: $w \in A_{q}^{+}$if and only if $w^{-q^{\prime} / q}=w^{-1 /(q-1)} \in A_{q^{\prime}}^{-}$. Moreover, we will need the following results:

Theorem 2.3 (Theorem 1 of [20])
Let $1<p<\infty$ and $p^{\prime}=p /(p-1)$.
(i) Let $w_{1} \in A_{1}^{+}, w_{2} \in A_{1}^{-}$. Then $w_{1} / w_{2}^{p-1} \in A_{p}^{+}$. Conversely, given $w \in A_{p}^{+}$there exist $w_{1} \in A_{1}^{+}$, $w_{2} \in A_{1}^{-}$such that $w=w_{1} / w_{2}^{p-1}$.
(ii) The operator $M^{+}$is continuous from $L_{w}^{p}(\mathbb{R})$ to itself if and only if $w \in A_{p}^{+}$. Analogously, $M^{-}: L_{w}^{p}(\mathbb{R}) \rightarrow L_{w}^{p}(\mathbb{R})$ if and only if $w \in A_{p}^{-}$.

Obviously, $A_{p} \subset A_{p}^{ \pm}$where $A_{p}$ denotes the usual Muckenhoupt class on the real line. Hence $|x|^{\alpha},(1+|x|)^{\alpha} \in A_{p}^{ \pm}$if $-1<\alpha<p-1,1<p<\infty$. However, in view of the anisotropic weight $w=\eta_{\beta}^{\alpha}$ on $\mathbb{R}^{3}$, see (12), we have to consider also one-dimensional anisotropic weight functions such as

$$
\begin{equation*}
\widetilde{w}_{\alpha, \beta}(x)=\widetilde{w}_{\alpha, \beta}(x ; r)=\left(r^{2}+x^{2}\right)^{\alpha / 2}\left(\sqrt{r^{2}+x^{2}}-x\right)^{\beta}, \quad x \in \mathbb{R}, r>0 \tag{13}
\end{equation*}
$$

## Lemma 2.4

(i) For every $r>0$, the univariate weight $\widetilde{w}_{\alpha, \beta}(x ; r)$ lies in $A_{1}^{-}$if and only if $\beta \geqslant 0, \alpha \leqslant \beta$ and $\alpha+\beta>-1$. Moreover, the $A_{1}^{-}$-constant of $\widetilde{w}_{\alpha, \beta}$ is uniformly bounded in $r$.
(ii) For every $r>0$, the univariate weight

$$
w_{\alpha, \beta}(x)=w_{\alpha, \beta}(x ; r)=\left(1+r^{2}+x^{2}\right)^{\alpha / 2}\left(1+\sqrt{r^{2}+x^{2}}-x\right)^{\beta}
$$

lies in $A_{1}^{-}$with an $A_{1}^{-}$-constant independent of $r>0$ if and only if

$$
\begin{equation*}
\alpha \leqslant 0 \leqslant \beta \quad \text { and } \quad \alpha+\beta>-1 \tag{14}
\end{equation*}
$$

(iii) Let $1<p<\infty$. Then for every $r>0$

$$
\begin{array}{ll}
w_{\alpha, \beta}(\cdot ; r) \in A_{p}^{+} & \text {for } \alpha>-1, \beta \leqslant 0, \alpha+\beta<p-1  \tag{15}\\
w_{\alpha, \beta}(\cdot ; r) \in A_{p}^{-} & \text {for } \alpha<p-1, \beta \geqslant 0, \alpha+\beta>-1
\end{array}
$$

Moreover, the $A_{p}^{ \pm}$-constant is uniformly bounded in $r>0$.

## Proof

(i) A simple scaling argument shows that it suffices to look at the weight $\widetilde{w}=\widetilde{w}_{\alpha, \beta}$ in (13) for $r=1$ only and that the $A_{1}^{-}$-constant is independent of $r>0$. We will consider three cases.

Case 1: $x>0$. Then $\widetilde{w}(x) \sim(1+|x|)^{\alpha-\beta}$, i.e. there exists a constant $c>0$ independent of $x>0$ such that $(1 / c)(1+|x|)^{\alpha-\beta} \leqslant \widetilde{w}(x) \leqslant c(1+|x|)^{\alpha-\beta}$ for all $x>0$. Hence, for all $h>0$

$$
\frac{1}{h} \int_{x}^{x+h} \widetilde{w}(t) \mathrm{d} t \sim \frac{1}{h} \int_{x}^{x+h}(1+t)^{\alpha-\beta} \mathrm{d} t
$$

If $\alpha-\beta>0$, then the term on the right-hand side is strictly increasing to $+\infty$ as $h \rightarrow \infty$. Thus, we are led to the condition $\alpha \leqslant \beta$.

Now let $\alpha \leqslant \beta$. Then for all $h>0$

$$
\frac{1}{h} \int_{x}^{x+h}(1+t)^{\alpha-\beta} \mathrm{d} t \leqslant \frac{1}{h} \int_{x}^{x+h}(1+x)^{\alpha-\beta} \mathrm{d} t=(1+|x|)^{\alpha-\beta} \sim \widetilde{w}(x)
$$

Case 2: $x<0$ and $0<h<|x|$. Then $\widetilde{w}(t) \sim(1+|t|)^{\alpha+\beta}$ for all $t \in(x, x+h)$. Assume that $\alpha+\beta=-1$ and let $h=|x|$. Then

$$
\frac{1}{|x|} \int_{x}^{0}(1+|t|)^{-1} \mathrm{~d} t=\frac{\log (1+|x|)}{|x|}
$$

is not bounded by $c \widetilde{w}(x)=c /|x|$ uniformly in $x<0$ for any constant $c>0$. Analogously, if $\alpha+\beta<-1$, then for $h=|x|$ we see that $(1 /|x|) \int_{x}^{0}(1+|t|)^{\alpha+\beta} \mathrm{d} t \sim 1 /|x|$ is not bounded by $c \widetilde{w}(x)=c(1+$ $|x|)^{\alpha+\beta}$ uniformly in $x<0$. Hence, in the following we have to assume that $\alpha+\beta>-1$. We shall consider two subcases: $h>0$ small with respect to $|x|$ and $h$ comparable with $|x|$. If $0<h<|x| / 2$, then

$$
\frac{1}{h} \int_{x}^{x+h}(1+|t|)^{\alpha+\beta} \mathrm{d} t \sim \frac{1}{h} \int_{x}^{x+h}(1+|x|)^{\alpha+\beta} \mathrm{d} t=(1+|x|)^{\alpha+\beta} \sim \widetilde{w}(x)
$$

For the second subcase, assume that $|x| / 2<h<|x|$. Then we are led to the integral

$$
\begin{aligned}
& \frac{1}{|x|} \int_{x}^{x+h}(1+|t|)^{\alpha+\beta} \mathrm{d} t \\
& \quad \leqslant \frac{1}{|x|} \int_{x}^{0}(1+|t|)^{\alpha+\beta} \mathrm{d} t \sim\left\{\begin{array}{ll}
\frac{(1+|x|)^{\alpha+\beta+1}}{|x|}, & |x|>1 \\
1, & |x|<1
\end{array} \sim \widetilde{w}(x)\right.
\end{aligned}
$$

Case 3: $x<0$ and $h>|x|$. In this case, we have to consider the sum

$$
\frac{1}{h} \int_{x}^{0} \widetilde{w} \mathrm{~d} t+\frac{1}{h} \int_{0}^{x+h} \widetilde{w} \mathrm{~d} t \leqslant \frac{1}{|x|} \int_{x}^{0} \widetilde{w} \mathrm{~d} t+\frac{c}{h} \int_{0}^{x+h}(1+t)^{\alpha-\beta} \mathrm{d} t=: I_{1}+I_{2}
$$

where the first integral $I_{1}$ is bounded by $c \widetilde{w}(x)$ uniformly in $x<0$, see Case 2 , and where for $|x|<1$ the second integral $I_{2}$ is bounded by $c \sim \widetilde{w}(x)$. Therefore, let $|x|>1$ in the following. If $\alpha-\beta \leqslant-1$, then the condition $\alpha+\beta>-1$ implies that $\beta>0$; moreover, $I_{2}$ is easily shown to be bounded by $c \widetilde{w}(x) \sim(1+|x|)^{\alpha+\beta}$ uniformly in $x<0$ and $h>|x|$.

Now consider the case $\alpha-\beta>-1$. We shall investigate three possibilities of the position of $h$ with respect to $|x|$. If $h=2|x|$, then

$$
\frac{1}{|x|} \int_{0}^{|x|}(1+t)^{\alpha-\beta} \mathrm{d} t=\frac{c}{|x|}\left((1+|x|)^{\alpha-\beta+1}-1\right)
$$

Since $1 /|x|=o\left(|x|^{\alpha+\beta}\right)=o(\widetilde{w}(x))$ by the condition that $\alpha+\beta>-1$, the assertion $I_{2} \leqslant c \widetilde{w}(x) \sim|x|^{\alpha+\beta}$ necessarily implies that $|x|^{\alpha-\beta} \leqslant c|x|^{\alpha+\beta}$ for $|x|>1$. Thus, $\beta$ must be nonnegative.

Next, if $|x|<h<2|x|$, then, since $\alpha-\beta \leqslant \alpha+\beta$ and $\alpha+\beta>-1$,

$$
I_{2} \leqslant \frac{c}{|x|} \int_{0}^{|x|}(1+t)^{\alpha-\beta} \mathrm{d} t \leqslant c|x|^{\alpha+\beta} \sim \widetilde{w}(x)
$$

Finally, if $h>2|x|>2$, then

$$
I_{2} \leqslant \frac{c}{h}(1+x+h)^{\alpha-\beta+1} \leqslant c h^{\alpha-\beta} \leqslant c|x|^{\alpha+\beta} \sim \widetilde{w}(x)
$$

since $\alpha \leqslant \beta$ (see Case 1). Summarizing the previous cases and estimates we have proved that there exists $c>0$ such that $M^{+} \widetilde{w}(x) \leqslant c \widetilde{w}(x)$ for a.a. $x \in \mathbb{R}$, and that this results holds if and only if $\beta \geqslant 0, \alpha \leqslant \beta$ and $\alpha+\beta>-1$.
(ii) To verify the necessity of (14) let $r=1$ and $w=w_{\alpha, \beta}$. For $x>0$ when $\left(1+\sqrt{r^{2}+x^{2}}-x\right)^{\beta} \sim 1$, we have to estimate

$$
\frac{1}{h} \int_{x}^{x+h} w(t) \mathrm{d} t \sim \frac{1}{h} \int_{x}^{x+h}(1+t)^{\alpha} \mathrm{d} t
$$

by $c w(x) \sim(1+x)^{\alpha}$. As in Case 1 of Part (i) (with $\beta=0$ ) we get the necessary condition $\alpha \leqslant 0$.
Let $x<0$. Again we shall distinguish according to the size of $h$ with respect to $|x|$. If $0<h<|x|$, then $w(t) \sim(1+|t|)^{\alpha+\beta}$ for all $t \in(x, x+h)$, and

$$
\frac{1}{h} \int_{x}^{x+h} w(t) \mathrm{d} t \sim \frac{1}{h} \int_{x}^{x+h}(1+|t|)^{\alpha+\beta} \mathrm{d} t
$$

is bounded by $c w(x) \sim(1+|x|)^{\alpha+\beta}$ only when $\alpha+\beta>-1$; cf. Case 2 of Part (i). Finally, when $x<0$ and $h>|x|$, say $h=2|x|>2$, and when $\alpha>-1$, then

$$
\frac{1}{h} \int_{x}^{x+h} w(t) \mathrm{d} t \sim \frac{1}{h} \int_{x}^{0}(1+|t|)^{\alpha+\beta} \mathrm{d} t+\frac{1}{h} \int_{0}^{x+h}(1+t)^{\alpha} \mathrm{d} t \leqslant c w(x)+c|x|^{\alpha}
$$

which is bounded by $c w(x) \sim(1+|x|)^{\alpha+\beta}$ only if $\beta \geqslant 0$. However, if $\alpha \leqslant-1$, then the condition $\alpha+\beta>-1$ implies that even $\beta>0$. Hence, the conditions (14) are necessary to prove that $w \in A_{1}^{-}$.

We shall prove that conditions (14) are sufficient for $w_{\alpha, \beta}(x ; r) \in A_{1}^{-}$with an $A_{1}^{-}$-constant independent of $r>0$. Let us assume that (14) holds and let first $0<r<1$. Then

$$
\begin{aligned}
w(t) & \sim(1+|t|)^{\alpha} \cdot \begin{cases}1, & t>0 \\
(1+|t|)^{\beta}, & t<0\end{cases} \\
& \sim(1+|t|)^{\alpha+\beta / 2} \cdot\left\{\begin{array}{ll}
(1+|t|)^{-\beta / 2}, & t>0 \\
(1+|t|)^{\beta / 2}, & t<0
\end{array} \sim \widetilde{w}_{\alpha^{\prime}, \beta^{\prime}}(t ; r)\right.
\end{aligned}
$$

where $\alpha^{\prime}=\alpha+\beta / 2, \beta^{\prime}=\beta / 2$. Since assumptions (14) on $\alpha, \beta$ imply that $\alpha^{\prime}, \beta^{\prime}$ satisfy the assumptions in (i), $w \in A_{1}^{-}$with an $A_{1}^{-}$-constant independent of $0<r<1$.

Next, let $r \geqslant 1$. An elementary calculation shows that

$$
w(t) \sim \begin{cases}\widetilde{w}_{\alpha, \beta}(t ; r), & t<r^{2} \\ \widetilde{w}_{\alpha, 0}(t ; r), & t>r^{2}\end{cases}
$$

Then we will consider three cases.
Case 1: $x<r^{2}$ and $x+h<r^{2}$. In this case, by Part (i),

$$
\frac{1}{h} \int_{x}^{x+h} w(t) \mathrm{d} t \sim \frac{1}{h} \int_{x}^{x+h} \widetilde{w}_{\alpha, \beta}(t ; r) \mathrm{d} t \leqslant c \widetilde{w}_{\alpha, \beta}(x ; r) \sim c w(x)
$$

with $c>0$ independent of $r>1$.
Case 2: $x>r^{2}$ and $x+h>r^{2}$. Now

$$
\frac{1}{h} \int_{x}^{x+h} w(t) \mathrm{d} t \sim \frac{1}{h} \int_{x}^{x+h} \widetilde{w}_{\alpha, 0}(t ; r) \mathrm{d} t \leqslant c \widetilde{w}_{\alpha, 0}(x ; r) \sim c w(x)
$$

due to Case 1 in Part (i).
Case 3: $x<r^{2}$ but $x+h>r^{2}$. Then

$$
\frac{1}{h} \int_{x}^{x+h} w(t) \mathrm{d} t \sim \frac{1}{h} \int_{x}^{r^{2}} \widetilde{w}_{\alpha, \beta}(t ; r) \mathrm{d} t+\frac{1}{h} \int_{r^{2}}^{x+h} \widetilde{w}_{\alpha, 0}(t ; r) \mathrm{d} t
$$

By Part (i), the first integral on the right-hand side is bounded by $\left(\left(r^{2}-x\right) / h\right) \widetilde{w}_{\alpha, \beta}(x ; r) \leqslant$ $\widetilde{w}_{\alpha, \beta}(x ; r) \leqslant c w(x)$. Hence, it suffices to prove that

$$
\frac{1}{h} \int_{r^{2}}^{x+h} \widetilde{w}_{\alpha, 0}(t ; r) \mathrm{d} t \leqslant c w(x)
$$

If $|x| \leqslant r^{2}$, then Part (i) implies that

$$
\frac{1}{h} \int_{r^{2}}^{x+h} \tilde{w}_{\alpha, 0}(t ; r) \mathrm{d} t \leqslant \frac{x+h-r^{2}}{h} \widetilde{w}_{\alpha, 0}\left(r^{2} ; r\right) \leqslant \tilde{w}_{\alpha, 0}\left(r^{2} ; r\right) \leqslant c r^{2 \alpha}
$$

where $r^{2 \alpha} \leqslant(r+|x|)^{\alpha} \leqslant c w(x)$ since $\alpha \leqslant 0 \leqslant \beta$.

If $x<-r^{2}$, then $w(x) \sim|x|^{\alpha+\beta}$, and a simple scaling argument and the condition $\beta \geqslant 0$ allow to reduce the problem to the case $r=1$. Actually, it suffices to show the existence of $c>0$ such that

$$
J:=\int_{1}^{x+h} t^{\alpha} \mathrm{d} t \leqslant c h|x|^{\alpha+\beta} \quad \text { when } x \leqslant-1, \quad x+h \geqslant 1
$$

If $\alpha<-1$, then $J$ is bounded by $(1 /|\alpha+1|) \leqslant c|x|^{\alpha+\beta+1} \leqslant c h|x|^{\alpha+\beta}$, since $\alpha+\beta>-1$ and $h>|x|>1$. In the case $\alpha=-1$ the integral $J$ equals

$$
\log (x+h) \sim \log h+\frac{x}{h} \leqslant c\left(1+h^{\min (\beta, 1)}\right) \leqslant c h|x|^{\beta-1}
$$

since $\beta>-1-\alpha=0$. Finally, for $\alpha>-1$, we may bound $J$ by $c(x+h)^{\alpha+1}$. If $1<|x|<h<2|x|$, this term is bounded by $c|x| \leqslant c h|x|^{\alpha} \leqslant c h|x|^{\alpha+\beta}$. In the remaining case when $h>2|x|$, we get that $(x+h)^{\alpha+1} \leqslant c h^{\alpha+1} \leqslant c h|x|^{\alpha+\beta}$, since $\alpha \leqslant 0 \leqslant \beta$.

Now (ii) is completely proved.
(iii) By Theorem 2.3 (i) and Part (ii) of this Lemma

$$
w(x)=\frac{\left(1+r^{2}+x^{2}\right)^{\alpha_{1} / 2}}{\left(1+r^{2}+x^{2}\right)^{\alpha_{2}(p-1) / 2}\left(1+\sqrt{r^{2}+x^{2}}-x\right)^{\beta_{2}(p-1)}} \in A_{p}^{+}
$$

for all $\alpha_{1}, \alpha_{2}, \beta_{2}$ satisfying $-1<\alpha_{1} \leqslant 0, \alpha_{2} \leqslant 0 \leqslant \beta_{2}$ and $\alpha_{2}+\beta_{2}>-1$. Hence, with $\alpha=\alpha_{1}-\alpha_{2}(p-1)$, $\beta=-\beta_{2}(p-1)$, we get that $w=w_{\alpha, \beta}(\cdot ; r) \in A_{p}^{+}$for all $\alpha, \beta$ satisfying $\alpha>-1, \beta \leqslant 0$ and $\alpha+\beta<p-1$. By analogy,

$$
w(x)=\frac{\left(1+r^{2}+x^{2}\right)^{\alpha_{1} / 2}\left(1+\sqrt{r^{2}+x^{2}}-x\right)^{\beta_{1}}}{\left(1+r^{2}+x^{2}\right)^{\alpha_{2}(p-1) / 2}} \in A_{p}^{-}
$$

for all $\alpha_{1}, \alpha_{2}, \beta_{1}$ satisfying $\alpha_{1} \leqslant 0 \leqslant \beta_{1}, \alpha_{1}+\beta_{1}>-1,-1<\alpha_{2} \leqslant 0$. Hence, $w=w_{\alpha, \beta}(\cdot ; r) \in A_{p}^{-}$for all $\alpha, \beta$ such that $\beta \geqslant 0, \alpha<p-1$ and $\alpha+\beta>-1$. Moreover, in both cases the $A_{p}^{ \pm}$-constant of the weight is uniformly bounded in $r>0$.

Note that the univariate weights $\widetilde{w}_{\alpha, \beta}$ and $w_{\alpha, \beta}$ mainly differ for large $x>0$. While $\widetilde{w}_{0, \beta}$ decays as $(1 / x)^{\beta}$ as $x \rightarrow \infty$ for every fixed $r>0$, the weight $w_{0, \beta}$ is bounded below by 1 as $x \rightarrow \infty$. The reason to consider the weights $w_{\alpha, \beta}$ rather than $\widetilde{w}_{\alpha, \beta}$ is based on the use of the anisotropic weights $\eta_{\beta}^{\alpha}$ on $\mathbb{R}^{3}$, see Corollary 1.5, when fixing $r=\left|\left(x_{1}, x_{2}\right)\right|, x_{1}, x_{2} \in \mathbb{R}$, so that $\eta_{\beta}^{\alpha}\left(x_{1}, x_{2}, x_{3}\right)=w_{\alpha, \beta}\left(x_{3} ; r\right)$.

Due to the geometry of the problem we introduce cylindrical coordinates $\left(r, x_{3}, \theta\right) \in(0, \infty) \times$ $\mathbb{R} \times[0,2 \pi)$ and write $u\left(x_{1}, x_{2}, x_{3}\right)=u\left(r, x_{3}, \theta\right)$. Then the term $\left(e_{3} \wedge x\right) \cdot \nabla u=-x_{2} \partial_{1} u+x_{1} \partial_{2} u$ may be rewritten in the form $\left(e_{3} \wedge x\right) \cdot \nabla u=\partial_{\theta} u$ using the angular derivative $\partial_{\theta}$ applied to $u\left(r, x_{3}, \theta\right)$. Working first of all formally or in the space $\mathscr{S}^{\prime}\left(\mathbb{R}^{3}\right)$ of tempered distributions we apply the Fourier $\operatorname{transform} \mathscr{F}=\widehat{ }$ to (5). With the Fourier variable $\xi=\left(\xi_{1}, \xi_{2}, \xi_{3}\right) \in \mathbb{R}^{3}$ and $s=|\xi|$ we get from (5)

$$
\begin{equation*}
\left(v s^{2}+\mathrm{i} k \xi_{3}\right) \widehat{u}-\widetilde{\omega}\left(\partial_{\varphi} \widehat{u}-e_{3} \wedge \widehat{u}\right)+\mathrm{i} \xi \widehat{p}=\widehat{f}, \quad \mathrm{i} \xi \cdot \widehat{u}=0 \tag{16}
\end{equation*}
$$

Here $\left(e_{3} \wedge \xi\right) \cdot \nabla_{\xi}=-\xi_{2} \partial / \partial \xi_{1}+\xi_{1} \partial / \partial \xi_{2}=\partial_{\varphi}$ is the angular derivative in Fourier space when using cylindrical coordinates $\left(s, \xi_{3}, \phi,\right) \in \mathbb{R}_{+} \times \mathbb{R} \times[0,2 \pi)$. Since i $\xi \cdot \widehat{u}=0$ implies $\mathrm{i} \xi \cdot\left(\partial_{\varphi} \widehat{u}-\omega \wedge \widehat{u}\right)=0$,
the unknown pressure $p$ is given by $-|\xi|^{2} \widehat{p}=\mathrm{i} \xi \cdot \widehat{f}$, i.e.

$$
\widehat{\nabla p}(\xi)=\mathrm{i} \xi \cdot \widehat{p}=\frac{(\xi \cdot \widehat{f}) \widehat{f}}{|\xi|^{2}}
$$

Then the Hörmander-Mikhlin multiplier theorem on weighted $L^{q}$-spaces (Theorem 2.2 (ii)) yields for every weight $w \in A_{q}\left(\mathbb{R}^{3}, \mathscr{C}\right)$ the estimate

$$
\begin{equation*}
\|\nabla p\|_{q, w} \leqslant c\|f\|_{q, w} \tag{17}
\end{equation*}
$$

where $c=c(q, w)>0$; in particular $\nabla p \in L_{w}^{q}$.
Hence, $u$ may be considered as a (solenoidal) solution of the reduced problem

$$
\begin{equation*}
-v \Delta u+k \partial_{3} u-\widetilde{\omega}\left(\partial_{\theta} u-e_{3} \wedge u\right)=F:=f-\nabla p \quad \text { in } \mathbb{R}^{3} \tag{18}
\end{equation*}
$$

or-in Fourier space-

$$
\left(v s^{2}+\mathrm{i} k \xi_{3}\right) \widehat{u}-\widetilde{\omega}\left(\partial_{\varphi} \widehat{u}-e_{3} \wedge \widehat{u}\right)=\widehat{F}
$$

As shown in [1] this inhomogeneous linear differential equation of first order with respect to $\varphi$ has the unique $2 \pi$-periodic solution

$$
\begin{align*}
\widehat{u}(\xi) & =\frac{1}{1-\mathrm{e}^{-2 \pi\left(v|\xi|^{2}+\mathrm{i} k \xi_{3}\right) / \widetilde{\omega}}} \int_{0}^{2 \pi / \widetilde{\omega}} \mathrm{e}^{-\left(v|\xi|^{2}+\mathrm{i} k \xi_{3}\right) t} O_{\omega}^{\mathrm{T}}(t) \mathscr{F} F\left(O_{\omega}(t) \xi\right) \mathrm{d} t \\
& =\int_{0}^{\infty} \mathrm{e}^{-v|\xi|^{2} t} O_{\omega}^{\mathrm{T}}(t)\left(\mathscr{F} F\left(O_{\omega}(t) \cdot-k t e_{3}\right)\right)(\xi) \mathrm{d} t \tag{19}
\end{align*}
$$

Finally, note that $\mathrm{e}^{-v|\xi|^{2} t}$ is the Fourier transform of the heat kernel $E_{t}(x)=(4 \pi v t)^{-3 / 2} \mathrm{e}^{-|x|^{2} / 4 v t}$ yielding

$$
\begin{equation*}
u(x)=\int_{0}^{\infty} E_{t} * O_{\omega}^{\mathrm{T}}(t) F\left(O_{\omega}(t) \cdot-k t e_{3}\right)(x) \mathrm{d} t \tag{20}
\end{equation*}
$$

Since $F=f-\nabla p$ is solenoidal, the identity $\mathrm{i} \xi \cdot \widehat{F}=0$ easily implies that also $u$ is solenoidal.
The main ingredients of the proof of Theorem 1.4 are a weighted version of Littlewood-Paley theory and a decomposition of the integral operator

$$
\begin{align*}
T f(x) & =\int_{0}^{\infty} \widehat{\psi}_{v t}(\xi) O_{\omega}^{\mathrm{T}}(t) \mathscr{F} f\left(O_{\omega}(t) \cdot-k t e_{3}\right)(\xi) \frac{\mathrm{d} t}{t} \\
& =\int_{0}^{\infty} \widehat{\psi}_{t}(\xi) O_{\omega / v}^{\mathrm{T}}(t) \mathscr{F} f\left(O_{\omega / v}(t) \cdot-\frac{k}{v} t e_{3}\right)(\xi) \frac{\mathrm{d} t}{t} \tag{21}
\end{align*}
$$

where

$$
\begin{equation*}
\widehat{\psi}(\xi)=\frac{1}{(2 \pi)^{3 / 2}}|\xi|^{2} \mathrm{e}^{-|\xi|^{2}} \quad \text { and } \quad \widehat{\psi}_{t}(\xi)=\widehat{\psi}(\sqrt{t} \xi), \quad t>0 \tag{22}
\end{equation*}
$$

are the Fourier transforms of the function $\psi=-\Delta E_{1} \in \mathscr{S}\left(\mathbb{R}^{3}\right)$ and of $\psi_{t}(x)=t^{-3 / 2} \psi(x / \sqrt{t}), t>0$, respectively. Note that due to Theorem 1.4 it suffices to find an estimate of $\|\Delta u\|_{q, w}$ in order to estimate all second-order derivatives $\partial_{j} \partial_{k} u$ of $u$.

To decompose $\widehat{\psi}_{t}$ choose $\tilde{\chi} \in C_{0}^{\infty}\left(\frac{1}{2}, 2\right)$ satisfying $0 \leqslant \tilde{\chi} \leqslant 1$ and $\sum_{j=-\infty}^{\infty} \tilde{\chi}\left(2^{-j} s\right)=1$ for all $s>0$. Then define $\chi_{j}, j \in \mathbb{Z}$, by its Fourier transform

$$
\widehat{\chi}_{j}(\xi)=\widetilde{\chi}\left(2^{-j}|\xi|\right), \quad \xi \in \mathbb{R}^{n}
$$

yielding $\sum_{j=-\infty}^{\infty} \widehat{\chi}_{j}=1$ on $\mathbb{R}^{n} \backslash\{0\}$ and

$$
\begin{equation*}
\operatorname{supp} \widehat{\chi}_{j} \subset A\left(2^{j-1}, 2^{j+1}\right):=\left\{\xi \in \mathbb{R}^{3}: 2^{j-1} \leqslant|\xi| \leqslant 2^{j+1}\right\} \tag{23}
\end{equation*}
$$

Using $\chi_{j}$, we define for $j \in \mathbb{Z}$

$$
\begin{equation*}
\psi^{j}=\frac{1}{(2 \pi)^{3 / 2}} \chi_{j} * \psi \quad\left(\widehat{\psi}=\widehat{\chi}_{j} \cdot \widehat{\psi}\right) \tag{24}
\end{equation*}
$$

Obviously, $\sum_{j=-\infty}^{\infty} \psi^{j}=\psi$ on $\mathbb{R}^{3}$. Finally, in view of (21), (24), we define the linear operators

$$
\begin{align*}
T_{j} f(x) & =\int_{0}^{\infty} \widehat{\psi}_{v t}^{j}(\xi) O_{\omega}^{\mathrm{T}}(t) \mathscr{F} f\left(O_{\omega}(t) \cdot-k t e_{3}\right)(\xi) \frac{\mathrm{d} t}{t} \\
& =\int_{0}^{\infty} \widehat{\psi}_{t}^{j}(\xi) O_{\omega / v}^{\mathrm{T}}(t) \mathscr{F} f\left(O_{\omega / v}(t) \cdot-\frac{k}{v} t e_{3}\right)(\xi) \frac{\mathrm{d} t}{t} \tag{25}
\end{align*}
$$

Since formally $T=\sum_{j=-\infty}^{\infty} T_{j}$, we have to prove that this infinite series converges even in the operator norm on $L_{w}^{q}$.

For later use we cite the following lemma, see [7].

## Lemma 2.5

The functions $\psi^{j}, \psi_{t}^{j}, j \in \mathbb{Z}, t>0$, have the following properties:
(i) $\operatorname{supp} \widehat{\psi}_{t}^{j} \subset A\left(\frac{2^{j-1}}{\sqrt{t}}, \frac{2^{j+1}}{\sqrt{t}}\right)$
(ii) For $m>\frac{3}{2}$ let $h(x)=\left(1+|x|^{2}\right)^{-m}$ and $h_{t}(x)=t^{-3 / 2} h\left(\frac{x}{\sqrt{t}}\right), t>0$. Then there exists a constant $c>0$ independent of $j \in \mathbb{Z}$ such that

$$
\begin{align*}
\left|\psi^{j}(x)\right| & \leqslant c 2^{-2|j|} h_{2^{-2 j}}(x), \quad x \in \mathbb{R}^{3} \\
\left\|\psi^{j}\right\|_{1} & \leqslant c 2^{-2|j|} \tag{26}
\end{align*}
$$

To introduce a weighted Littlewood-Paley decomposition of $L_{w}^{q}$ choose $\widetilde{\varphi} \in C_{0}^{\infty}\left(\frac{1}{2}, 2\right)$ such that $0 \leqslant \widetilde{\varphi} \leqslant 1$ and $\int_{0}^{\infty} \widetilde{\varphi}(s)^{2} \mathrm{~d} s / s=\frac{1}{2}$. Then define $\varphi \in \mathscr{S}\left(\mathbb{R}^{3}\right)$ by its Fourier transform $\widehat{\varphi}(\xi)=\widetilde{\varphi}(|\xi|)$ yielding for every $s>0$

$$
\begin{equation*}
\widehat{\varphi}_{s}(\xi)=\widetilde{\varphi}(\sqrt{s}|\xi|), \quad \operatorname{supp} \widehat{\varphi}_{s} \subset A\left(\frac{1}{2 \sqrt{2}}, \frac{2}{\sqrt{2}}\right) \tag{27}
\end{equation*}
$$

and the normalization $\int_{0}^{\infty} \widehat{\varphi}_{s}(\xi)^{2} \mathrm{~d} s / s=1$ for all $\xi \in \mathbb{R}^{n} \backslash\{0\}$.

Theorem 2.6
Let $1<q<\infty$ and $w \in A_{q}\left(\mathbb{R}^{3}\right)$. Then there are constants $c_{1}, c_{2}>0$ depending on $q, w$ and $\varphi$ such that for all $f \in L_{w}^{q}$

$$
\begin{equation*}
c_{1}\|f\|_{q, w} \leqslant\left\|\left(\int_{0}^{\infty}\left|\varphi_{s} * f(\cdot)\right|^{2} \frac{\mathrm{~d} s}{s}\right)^{1 / 2}\right\|_{q, w} \leqslant c_{2}\|f\|_{q, w} \tag{28}
\end{equation*}
$$

where $\varphi_{s} \in \mathscr{S}\left(\mathbb{R}^{n}\right)$ is defined by (27).

## Proof

See [21, Proposition 1.9, Theorem 1.10], and also [19, 22].

## 3. PROOFS

As a preliminary version of Theorem 1.4 we prove the following proposition. The extension to more general weights based on complex interpolation of $L_{w}^{q}$-spaces will be postponed to the end of Section 3.

## Proposition 3.1

Let the weight $w \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{3}\right)$ be independent of the angle $\theta$ and define $w_{r}\left(x_{3}\right):=w\left(x_{1}, x_{2}, x_{3}\right)$ for fixed $r=\left|\left(x_{1}, x_{2}\right)\right|>0$. Assume that

$$
\begin{array}{ll}
w \in \widetilde{A}_{q / 2}^{-} & \text {if } q>2 \\
w \in \widetilde{A}_{1}^{-} \quad \text { or } \quad \frac{1}{w} \in \widetilde{A}_{1}^{+} & \text {if } q=2  \tag{29}\\
w^{2 /(2-q)} \in \widetilde{A}_{q /(2-q)}^{-} & \text {if } 1<q<2
\end{array}
$$

Then the linear operator $T$ defined by (21) satisfies the estimate

$$
\begin{equation*}
\|T f\|_{q, w} \leqslant c\|f\|_{q, w} \quad \text { for all } f \in L_{w}^{q} \tag{30}
\end{equation*}
$$

with a constant $c=c(q, w)>0$ independent of $f$.

## Proof

Step 1: First we consider the case $q>2, w \in \widetilde{A}_{q / 2}^{-} \subset A_{q}$, and define the sublinear operator $\mathscr{M}^{j}$, a modified maximal operator, by

$$
\begin{equation*}
\mathscr{M}^{j} g(x)=\sup _{s>0} \int_{A_{s}}\left(\left|\psi_{t}^{j}\right| *|g|\right)\left(O_{\omega / v}^{\mathrm{T}}(t) x+\frac{k}{v} t e_{3}\right) \frac{\mathrm{d} t}{t} \tag{31}
\end{equation*}
$$

where $A_{s}=[s / 16,16 s]$. Then we will prove the preliminary estimate

$$
\begin{equation*}
\left\|T_{j} f\right\|_{q, w} \leqslant c\left\|\psi^{j}\right\|_{1}^{1 / 2}\left\|\mathscr{M}^{j}\right\|_{L_{v}^{(q / 2)}}^{1 / 2}\|f\|_{q, w}, \quad j \in \mathbb{Z} \tag{32}
\end{equation*}
$$

where $v$ denotes the $\theta$-independent weight

$$
\begin{equation*}
v=w^{-(q / 2)^{\prime} /(q / 2)}=w^{-2 /(q-2)} \in \widetilde{A}_{(q / 2)^{\prime}}^{+}=\widetilde{A}_{q /(q-2)}^{+} \tag{33}
\end{equation*}
$$

To prove (32) we use the Littlewood-Paley decomposition of $L_{w}^{q}$, see (28), applied to $T_{j} f$. By a duality argument we find some function $0 \leqslant g \in L_{v}^{(q / 2)^{\prime}}=\left(L_{w}^{(q / 2)}\right)^{*}$ with $\|g\|_{(q / 2)^{\prime}, v}=1$ such that

$$
\begin{equation*}
\left\|\int_{0}^{\infty}\left|\varphi_{s} * T_{j} f(\cdot)\right|^{2} \frac{\mathrm{~d} s}{s}\right\|_{q / 2, w}=\int_{0}^{\infty} \int_{\mathbb{R}^{3}}\left|\varphi_{s} * T_{j} f(x)\right|^{2} g(x) \mathrm{d} x \frac{\mathrm{~d} s}{s} \tag{34}
\end{equation*}
$$

To estimate the right-hand side of (34) note that

$$
\varphi_{s} * T_{j} f(x)=\int_{0}^{\infty} O_{\omega / v}^{\mathrm{T}}(t)\left(\varphi_{s} * \psi_{t}^{j} * f\right)\left(O_{\omega / v}(t) x-\frac{k}{v} t e_{3}\right) \frac{\mathrm{d} t}{t}
$$

where $\varphi_{s} * \psi_{t}^{j}=0$ unless $t \in A(s, j):=\left[2^{2 j-4} s, 2^{2 j+4} s\right]$. Since $\int_{t \in A(s, j)} \mathrm{d} t / t=\log 2^{8}$ for every $j \in \mathbb{Z}, s>0$, we get by the inequality of Cauchy-Schwarz and the associativity of convolutions that

$$
\begin{aligned}
\left|\varphi_{s} * T_{j} f(x)\right|^{2} & \leqslant c \int_{A(s, j)}\left|\left(\psi_{t}^{j} *\left(\varphi_{s} * f\right)\right)\left(O_{\omega / v}(t) x-\frac{k}{v} t e_{3}\right)\right|^{2} \frac{\mathrm{~d} t}{t} \\
& \leqslant c\left\|\psi^{j}\right\|_{1} \int_{A(s, j)}\left(\left|\psi_{t}^{j}\right| *\left|\varphi_{s} * f\right|^{2}\right)\left(O_{\omega / v}(t) x-\frac{k}{v} t e_{3}\right) \frac{\mathrm{d} t}{t}
\end{aligned}
$$

here we used the estimate $\left|\left(\psi_{t}^{j} *\left(\varphi_{s} * f\right)\right)(y)\right|^{2} \leqslant\left\|\psi_{t}^{j}\right\|_{1}\left(\left|\psi_{t}^{j}\right| *\left|\varphi_{s} * f\right|^{2}\right)(y)$ and the identity $\left\|\psi_{t}^{j}\right\|_{1}=\left\|\psi^{j}\right\|_{1}$, see (26). Thus,

$$
\begin{align*}
& \mid T_{j} f \|_{q, w}^{2} \\
& \quad \leqslant c\left\|\psi^{j}\right\|_{1} \int_{0}^{\infty} \int_{A(s, j)} \int_{\mathbb{R}^{3}}\left(\left|\psi_{t}^{j}\right| *\left|\varphi_{s} * f\right|^{2}\right)\left(O_{\omega / v}(t) x-\frac{k}{v} t e_{3}\right) g(x) \mathrm{d} x \frac{\mathrm{~d} t}{t} \frac{\mathrm{~d} s}{s} \\
& \quad \leqslant c\left\|\psi^{j}\right\|_{1} \int_{0}^{\infty} \int_{A(s, j)} \int_{\mathbb{R}^{3}}\left(\left|\psi_{t}^{j}\right| *\left|\varphi_{s} * f\right|^{2}\right)(x) g\left(O_{\omega / v}^{\mathrm{T}}(t) x+\frac{k}{v} t e_{3}\right) \mathrm{d} x \frac{\mathrm{~d} t}{t} \frac{\mathrm{~d} s}{s} \\
& \quad \leqslant c\left\|\psi^{j}\right\|_{1} \int_{\mathbb{R}^{3}} \int_{0}^{\infty}\left|\varphi_{s} * f\right|^{2}(x) \int_{A(s, j)}\left(\left|\psi_{t}^{j}\right| * g\right)\left(O_{\omega / v}^{\mathrm{T}}(t) x+\frac{k}{v} t e_{3}\right) \frac{\mathrm{d} t}{t} \frac{\mathrm{~d} s}{s} \mathrm{~d} x \tag{35}
\end{align*}
$$

since $\psi_{t}^{j}$ is radially symmetric. By definition of $\mathscr{M}^{j}$ the innermost integral is bounded by $\mathscr{M}^{j} g(x)$ uniformly in $s>0$. Hence, we may proceed in (35) using Hölder's inequality as follows:

$$
\begin{align*}
\left\|T_{j} f\right\|_{q, w}^{2} & \leqslant c\left\|\psi^{j}\right\|_{1} \int_{\mathbb{R}^{3}}\left(\int_{0}^{\infty}\left|\varphi_{s} * f\right|^{2}(x) \frac{\mathrm{d} s}{s}\right) \mathscr{M}^{j} g(x) \mathrm{d} x \\
& \leqslant c\left\|\psi^{j}\right\|_{1}\left\|\int_{0}^{\infty}\left|\varphi_{s} * f\right|^{2}(x) \frac{\mathrm{d} s}{s}\right\|_{q / 2, w}\left\|\mathscr{M}^{j} g\right\|_{(q / 2)^{\prime}, v} \tag{36}
\end{align*}
$$

Now (28) and the normalization $\|g\|_{(q / 2)^{\prime}, v}=1$ complete the proof of (32).

Step 2: We estimate $\left\|\mathscr{M}^{j} g\right\|_{(q / 2)^{\prime}, v}$. For functions $\gamma$ depending on $\theta, x_{3}$ only let $\mathscr{M}_{\text {hel }}$ denote the 'helical' maximal operator

$$
\mathscr{M}_{\text {hel }} \gamma\left(\theta, x_{3}\right)=\sup _{s>0} \frac{1}{s} \int_{A_{s}}|\gamma|\left(\theta-\frac{\omega}{v} t, x_{3}+\frac{k}{v} t\right) \mathrm{d} t
$$

where $A_{s}=[s / 16,16 s]$. Then, writing $p:=(q / 2)^{\prime}$, we claim that

$$
\begin{align*}
\mathscr{M}^{j} g(x) & \leqslant c 2^{-2|j|} \mathscr{M}\left(\mathscr{M}_{\text {hel }} g\right)(x) \quad \text { for a.a. } x \in \mathbb{R}^{n}  \tag{37}\\
\left\|\mathscr{M}^{j} g\right\|_{p, v} & \leqslant c 2^{-2|j|}\|g\|_{p, v} \tag{38}
\end{align*}
$$

where in (37) $\mathscr{M}_{\text {hel }} g$ is considered as $\mathscr{M}_{\text {hel }} g(r, \cdot, \cdot)$ for almost all $r>0$.
To prove (37) we use the pointwise estimate $\left|\psi_{t}^{j}(x)\right| \leqslant c 2^{-2|j|} h_{t 2^{-2 j}}(x)$, see Lemma 2.5(ii). Hence,

$$
\mathscr{M}^{j} g(x) \leqslant c 2^{-2|j|} \sup _{s>0} \int_{A_{s}}\left(h_{t 2^{-2 j}} *|g|\right)\left(O_{\omega / v}^{\mathrm{T}}(t) x+\frac{k}{v} t e_{3}\right) \frac{\mathrm{d} t}{t}
$$

Moreover, there exists a constant $c>0$ independent of $s>0, j \in \mathbb{Z}$, such that $h_{t 2^{-2 j}} \leqslant c h_{s 2^{-2 j}}$ for all $t \in A_{s}$. Consequently,

$$
\begin{aligned}
\mathscr{M}^{j} g(x) & \leqslant c 2^{-2|j|} \sup _{s>0} h_{s 2^{-2 j}} * \int_{A_{s}}|g|\left(O_{\omega / v}^{\mathrm{T}}(t) x+\frac{k}{v} t e_{3}\right) \frac{\mathrm{d} t}{t} \\
& \leqslant c 2^{-2|j|} \sup _{t>0} h_{t} * \mathscr{M}_{\text {hel }} g(x)
\end{aligned}
$$

Since $h$ is nonnegative, radially decreasing, and $\left\|h_{t}\right\|_{1}=\|h\|_{1}=c_{0}>0$ for all $t>0$, a well-known convolution estimate, see [23, II Section 2.1], yields the pointwise estimate (37).

Step 3: Note that up to now we have not yet used any specific properties of the weight $v \in A_{p}$. To estimate $\mathscr{M}_{\text {hel }} g$, we shall work with a suitable one-sided maximal operator since our weight belongs to a Muckenhoupt class in $\mathbb{R}^{3}$ but a problem occurs when the weight is considered with respect to $x_{3}$ only. This naturally corresponds to the physical circumstances of the problem, where in the Oseen case the wake should appear. To estimate $\mathscr{M}_{\text {hel }} g$, we write $g_{r}\left(\theta, x_{3}\right)=g\left(r, \theta, x_{3}\right)=g(x)$ and $v_{r}\left(x_{3}\right)=v(x), r=\left|\left(x_{1}, x_{2}\right)\right|>0$, for the $\theta$-independent weight $v$. Then by the $2 \pi$-periodicity of $g_{r}$ and $v_{r}$ with respect to $\theta$ we get for almost all $r>0$

$$
\begin{aligned}
& \int_{\mathbb{R}} \int_{0}^{2 \pi} \mathscr{M}_{\text {hel }} g_{r}\left(\theta, x_{3}\right)^{p} v_{r}\left(x_{3}\right) \mathrm{d} \theta \mathrm{~d} x_{3} \\
& \quad \leqslant \int_{\mathbb{R}} \int_{0}^{2 \pi}\left|\sup _{s>0} \frac{1}{s} \int_{0}^{16 s}\right| g_{r}\left|\left(\theta-\frac{\omega}{k}\left(x_{3}+\frac{k}{v} t\right), x_{3}+\frac{k}{v} t\right) \mathrm{d} t\right|^{p} v_{r}\left(x_{3}\right) \mathrm{d} \theta \mathrm{~d} x_{3} \\
& \quad=\int_{\mathbb{R}} \int_{0}^{2 \pi}\left|\sup _{s>0} \frac{1}{s} \int_{0}^{16 s} \gamma_{r, \theta}\left(x_{3}+\frac{k}{v} t\right) \mathrm{d} t\right|^{p} \mathrm{~d} \theta v_{r}\left(x_{3}\right) \mathrm{d} x_{3} \\
& \quad=16 \int_{0}^{2 \pi} \int_{\mathbb{R}}\left|M^{+} \gamma_{r, \theta}\left(x_{3}\right)\right|^{p} v_{r}\left(x_{3}\right) \mathrm{d} x_{3} \mathrm{~d} \theta
\end{aligned}
$$

where $\gamma_{r, \theta}\left(y_{3}\right)=\left|g_{r}\right|\left(\theta-(\omega / k) y_{3}, y_{3}\right)$ and $M^{+}$denotes the one-sided maximal operator, see Definition 1.2. Since $w_{r} \in A_{q / 2}^{-}$, by (33) and Theorem 2.3(i) $v_{r}=w_{r}^{-(q / 2)^{\prime} /(q / 2)} \in A_{(q / 2)^{\prime}}^{+}=A_{p}^{+}$ with an $A_{p}^{+}$-constant uniformly bounded in $r>0$. Then Theorem 2.3 (ii) yields the estimate

$$
\begin{aligned}
& \int_{\mathbb{R}} \int_{0}^{2 \pi} \mathscr{M}_{\text {hel }} g_{r}\left(\theta, x_{3}\right)^{p} v_{r}\left(x_{3}\right) \mathrm{d} \theta \mathrm{~d} x_{3} \\
& \quad \leqslant c \int_{0}^{2 \pi} \int_{\mathbb{R}}\left|\gamma_{r, \theta}\left(x_{3}\right)\right|^{p} v_{r}\left(x_{3}\right) \mathrm{d} x_{3} \mathrm{~d} \theta=c\left\|g_{r}\right\|_{L^{p}\left(\mathbb{R} \times(0,2 \pi), v_{r}\left(x_{3}\right)\right)}^{p}
\end{aligned}
$$

where $c>0$ is independent of $k, v$. Integrating with respect to $r \mathrm{~d} r, r \in(0, \infty)$, Fubini's theorem allows to consider an extension of $\mathscr{M}_{\text {hel }}$ to a bounded operator from $L_{v}^{p}\left(\mathbb{R}^{3}\right)$ to itself with an operator norm bounded uniformly in $k, v$. Moreover, $\mathscr{M}: L_{v}^{p}\left(\mathbb{R}^{3}\right) \rightarrow L_{v}^{p}\left(\mathbb{R}^{3}\right)$ is bounded by Theorem 2.3(ii). Hence, (37) implies (38), and by (32) as well as Lemma 2.5(ii) we get the estimate

$$
\left\|T_{j} f\right\|_{q, w} \leqslant c 2^{-2|j|}\|f\|_{q, w}
$$

for all $f \in L_{w}^{q}\left(\mathbb{R}^{3}\right)$ with a constant $c>0$ independent of $j \in \mathbb{Z}$. Summarizing the previous inequalities we proved (30) for $q>2$.

Step 4: Now let $q=2, w \in \widetilde{A}_{1}^{-}$. In this case, the Littlewood-Paley decomposition of $T_{j} f$ in $L_{w}^{2}$ implies that

$$
\left\|T_{j} f\right\|_{2, w}^{2} \leqslant c \int_{0}^{\infty} \int_{\mathbb{R}^{n}}\left|\varphi_{s} * T_{j} f\right|^{2}(x) g(x) \mathrm{d} x \frac{\mathrm{~d} s}{s}
$$

where

$$
g \in L_{v}^{\infty}, \quad v=\frac{1}{w} \quad \text { and } \quad\|g\|_{\infty, v}=\operatorname{ess} \sup _{\mathbb{R}^{3}}|g v|=1
$$

By the same reasoning as before we arrive at (32), i.e.

$$
\begin{equation*}
\left\|T_{j} f\right\|_{2, w} \leqslant c 2^{-|j|}\left\|\mathscr{M}^{j} g\right\|_{\infty, v}^{1 / 2}\|f\|_{2, w} \tag{39}
\end{equation*}
$$

and at (37). Concerning $\mathscr{M}_{\text {hel }}$ we use the pointwise estimate $g_{r}\left(\theta, x_{3}\right) \leqslant w_{r}\left(x_{3}\right)$ for a.a. $\theta \in(0,2 \pi)$, $x_{3} \in \mathbb{R}$, and get that

$$
\mathscr{M}_{\text {hel }} g_{r}\left(\theta, x_{3}\right) \leqslant \sup _{s>0} \frac{1}{s} \int_{0}^{16 s} w_{r}\left(x_{3}+\frac{k}{v} t\right) \mathrm{d} t \leqslant 16 M^{+} w_{r}\left(x_{3}\right) \leqslant c w_{r}\left(x_{3}\right)
$$

with a constant $c>0$ independent of $r>0$. Since $w$ is an $A_{1}\left(\mathbb{R}^{3}\right)$-weight, (37) implies that

$$
\mathscr{M}^{j} g(x) \leqslant c 2^{-2|j|} \mathscr{M} w(x) \leqslant c 2^{-2|j|} w(x)
$$

and consequently that $\left\|\mathscr{M}^{j} g\right\|_{\infty, v} \leqslant c 2^{-2|j|}$ with a constant $c>0$ independent of $j \in \mathbb{Z}$. Hence, $\left\|T_{j} f\right\|_{2, w} \leqslant c 2^{-2|j|}$ proving (30) when $q=2$.

Step 5: The remaining estimates are proved by duality arguments. Obviously, the dual operator to $T$ is defined by

$$
T^{*} f(x)=\int_{0}^{\infty}(-\Delta) O_{\omega}(t) E_{t} * f\left(O_{\omega}^{\mathrm{T}}(t) x+k t e_{3}\right) \mathrm{d} t
$$

which has the same structure as $K$, but with an 'opposite orientation'. Hence, $T^{*}$ is bounded on $L_{w}^{q}$ for $q \geqslant 2$ and all weights $w \in \widetilde{A}_{q / 2}^{+}$. Now let $1<q<2$ and $w^{2 /(2-q)} \in \widetilde{A}_{q /(2-q)}^{-}=\widetilde{A}_{\left(q^{\prime} / 2\right)^{\prime}}^{-}$. Then by simple duality arguments $w^{\prime}=w^{-q^{\prime} / q} \in \widetilde{A}_{\left(q^{\prime} / 2\right)}^{+}$and

$$
|\langle T f, g\rangle|=\left|\left\langle f, T^{*} g\right\rangle\right| \leqslant\|f\|_{q, w}\left\|T^{*} g\right\|_{q^{\prime}, w^{\prime}} \leqslant c\|f\|_{q, w}\|g\|_{q^{\prime}, w^{\prime}}
$$

Finally, let $q=2$ and $1 / w \in \widetilde{A}_{1}^{+}$. As before,

$$
|\langle T f, g\rangle| \leqslant\|f\|_{2, w}\left\|T^{*} g\right\|_{2,1 / w} \leqslant c\|f\|_{2, w}\|g\|_{2,1 / w}
$$

Now Proposition 3.1 is completely proved.

## Lemma 3.2 (Bergh and Löfström [24])

Let $1 \leqslant p_{1}, p_{2}<\infty$, let $0<w_{1}, w_{2}$ be weight functions, $\delta \in(0,1)$, and

$$
\frac{1}{p}=\frac{1-\delta}{p_{1}}+\frac{\delta}{p_{2}}, \quad w^{1 / p}=w_{1}^{(1-\delta) / p_{1}} \cdot w_{2}^{\delta / p_{2}}
$$

Then

$$
\left[L_{w_{1}}^{p_{1}}, L_{w_{2}}^{p_{2}}\right]_{\delta}=L_{w}^{p}
$$

in the sense of complex interpolation.
In the following, we shall derive an anisotropic variant of Jones's factorization theorem tailored to our situation, when we need to work with one-sided Muckenhoupt weights with respect to $x_{3}$, satisfying the usual Muckenhoupt condition in three dimensions.

Lemma 3.3 (Anisotropic version of Jones' factorization theorem)
Suppose that $w \in \widetilde{A}_{q}^{-}$. Then there exist weights $w_{1} \in \widetilde{A}_{1}^{-}$and $w_{2} \in \widetilde{A}_{1}^{+}$such that

$$
w=\frac{w_{1}}{w_{2}^{q-1}}
$$

Here $\widetilde{A}_{1}^{+}$is defined by analogy with $\widetilde{A}_{1}^{-}$, cf. Definition 1.2 , by assuming for $w_{2} \in \widetilde{A}_{1}^{+}$that $\left(w_{2}\right)_{r} \in A_{1}^{+}$with $A_{1}^{+}$-constant uniformly bounded in $r>0$. An analogous result holds for $w \in \widetilde{A}_{q}^{+}$.

## Proof

Let $q \geqslant 2$. Given $w \in \widetilde{A}_{q}^{-}$we consider the operator $T$ defined by

$$
\begin{aligned}
T f= & \left(w^{-1 / q} \mathscr{M}\left(f^{q / q^{\prime}} w^{1 / q}\right)\right)^{q^{\prime} / q}+w^{1 / q} \mathscr{M}\left(f w^{-1 / q}\right) \\
& +\left(w^{-1 / q} M_{1}^{+}\left(f_{r}^{q / q^{\prime}} w_{r}^{1 / q}\right)\right)^{q^{\prime} / q}+w^{1 / q} M_{1}^{-}\left(f_{r} w_{r}^{-1 / q}\right)
\end{aligned}
$$

where $r=\left|\left(x_{1}, x_{2}\right)\right|$. Then for all $f \in L^{q}\left(\mathbb{R}^{3}\right)$

$$
\begin{aligned}
\|T f\|_{q}^{q} \leqslant & c\left\{\int_{\mathbb{R}^{3}} w^{-q^{\prime} / q}\left(\mathscr{M}\left(f^{q / q^{\prime}} w^{1 / q}\right)\right)^{q^{\prime}} \mathrm{d} x+\int_{\mathbb{R}^{3}} w\left(\mathscr{M}\left(f w^{-1 / q}\right)\right)^{q} \mathrm{~d} x\right. \\
& +\int_{\mathbb{R}^{2}}\left(\int_{\mathbb{R}} w_{r}^{-q^{\prime} / q}\left(M_{1}^{+}\left(f_{r}^{q / q^{\prime}} w_{r}^{1 / q}\right)\right)^{q^{\prime}} \mathrm{d} x_{3}\right) \mathrm{d}\left(x_{1}, x_{2}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \left.+\int_{\mathbb{R}^{2}}\left(\int_{\mathbb{R}} w_{r}\left(M_{1}^{+}\left(f_{r} w_{r}^{-1 / q}\right)\right)^{q} \mathrm{~d} x_{3}\right) \mathrm{d}\left(x_{1}, x_{2}\right)\right\} \\
\leqslant & A^{q}\|f\|_{q}^{q}
\end{aligned}
$$

with a constant $A=A(q, w)>0$.
Let us fix a nonnegative $\theta$-independent function $f \in L^{q}\left(\mathbb{R}^{3}\right)$ with $\|f\|_{q}=1$ and define

$$
\eta=\sum_{k=1}^{\infty}(2 A)^{-k} T^{k}(f)
$$

where $T^{k}(f)=T\left(T^{k-1}(f)\right)$. Obviously, $T f$ and therefore also $\eta$ are $\theta$-independent. Moreover, $\eta \in L^{q}\left(\mathbb{R}^{3}\right)$ and $\|\eta\|_{q} \leqslant \sum_{k=1}^{\infty} 2^{-k}=1$. In particular, $\eta(x)<\infty$ for a.a. $x \in \mathbb{R}^{3}, \eta_{r}(\cdot) \in L^{q}(\mathbb{R})$ for a.a. $\left(x_{1}, x_{2}\right) \in \mathbb{R}^{2}$ and $\eta_{r}\left(x_{3}\right)<\infty$ for a.a. $x_{3} \in \mathbb{R}$. Since $T$ is subadditive and positivity-preserving, we get the pointwise inequality

$$
T \eta \leqslant \sum_{k=1}^{\infty}(2 A)^{-k} T^{k+1}(f)=\sum_{k=2}^{\infty}(2 A)^{1-k} T^{k}(f) \leqslant(2 A) \eta
$$

Now let $w_{1}:=w^{1 / q} \eta^{q / q^{\prime}}$ and $w_{2}:=w^{-1 / q} \eta$ such that $w=w_{1} / w_{2}^{q-1}$. Then

$$
\begin{aligned}
\mathscr{M}\left(w_{1}\right) \leqslant w^{1 / q}(T \eta)^{q / q^{\prime}} \leqslant w^{1 / q} \eta^{q / q^{\prime}}(2 A)^{q / q^{\prime}} & =(2 A)^{q / q^{\prime}} w_{1} \\
M_{1}^{+}\left(\left(w_{1}\right)_{r}\right) \leqslant w^{1 / q}(T \eta)^{q / q^{\prime}} \leqslant w^{1 / q} \eta^{q / q^{\prime}}(2 A)^{q / q^{\prime}} & =(2 A)^{q / q^{\prime}}\left(w_{1}\right)_{r} \\
\mathscr{M}\left(w_{2}\right) \leqslant w^{-1 / q} T(\eta) \leqslant w^{-1 / q} \eta 2 A & =2 A w_{2} \\
M_{1}^{-}\left(\left(w_{2}\right)_{r}\right) \leqslant w^{-1 / q} T(\eta) \leqslant w^{-1 / q} \eta 2 A & =2 A\left(w_{2}\right)_{r}
\end{aligned}
$$

proving that $w_{1} \in \widetilde{A}_{1}^{-}, w_{2} \in \widetilde{A}_{1}^{+}$.
The case $1 \leqslant q<2$ follows by a simple duality argument, since $w \in \widetilde{A}_{q}^{-}$is equivalent to $w^{-q^{\prime} / q} \in \widetilde{A}_{q^{\prime}}^{+}$.

## Proof of Theorem 1.4

(i) Let $q \in(1, \infty)$ and $w \in A_{q}$ such that the $L_{w}^{q}$-estimate of $\nabla p$ holds, see (17). Hence, it suffices to consider $u$ defined by (19)-(20). We consider arbitrary $q_{1}, q_{2} \in(1, \infty)$ and $\delta \in(0,1)$ with

$$
\begin{equation*}
1<q_{1}<q<q_{2}<\infty, \quad q_{1} \leqslant 2 \leqslant q_{2} \quad \text { and } \quad \frac{1}{q}=\frac{1-\delta}{q_{1}}+\frac{\delta}{q_{2}} \tag{40}
\end{equation*}
$$

and assume that $w^{\tau} \in \tilde{A}_{\tau q / 2}^{-}$with $\tau=2 /(2-q(1-\delta)) \in[1, \infty)$. By Lemma 3.3 there exist weights $u \in \widetilde{A}_{1}^{-}, v \in \widetilde{A}_{1}^{+}$such that

$$
w^{\tau}=\frac{u}{v^{\tau q / 2-1}}=\frac{u}{v^{q /(2-q(1-\delta))-1}}
$$

Then we define the weights $w_{1}, w_{2}$ by

$$
w_{1}^{2 /\left(2-q_{1}\right)}=\frac{u}{v^{2\left(q_{1}-1\right) /\left(2-q_{1}\right)}} \quad \text { and } \quad w_{2}=\frac{u}{v^{\left(q_{2}-2\right) / 2}}
$$

yielding

$$
w_{1}^{2 /\left(2-q_{1}\right)} \in \widetilde{A}_{q_{1} /\left(2-q_{1}\right)}^{-}, \quad w_{2} \in \widetilde{A}_{q_{2} / 2}^{-}
$$

Since, due to an elementary calculation, with $w=w_{1}^{q(1-\delta) / q_{1}} \cdot w_{2}^{q \delta / q_{2}}$, Lemma 3.3 and Proposition 3.1 we can prove that $T$ is bounded on $L_{w}^{q}\left(\mathbb{R}^{3}\right)$. Since $u_{1} \in \widetilde{A}_{1}^{-}, v_{1} \in \widetilde{A}_{1}^{+}$are arbitrary, we proved the boundedness of $T$ on $L_{w}^{q}$ for arbitrary $w$ if

$$
w^{\tau} \in \widetilde{A}_{\tau q / 2}^{-}, \quad \tau=\frac{2}{2-q(1-\delta)} \in[1, \infty)
$$

Now we have to find all admissible $\tau$ subject to the restrictions given by (40). For this reason, consider the easier term

$$
s=2\left(1-\frac{1}{\tau}\right)=q(1-\delta)=q \frac{1 / q-1 / q_{2}}{1 / q_{1}-1 / q_{2}}
$$

First Case $1<q<2$, in which $1<q_{1}<q$ and $q_{2} \geqslant 2$. Due to monotonicity properties of $s$ as a function of $1 / q_{1}$ and of $1 / q_{2}$ it suffices to check $s$ at the corners of the rectangle $(1 / q, 1) \times\left(0, \frac{1}{2}\right]$. The corresponding function values are $q, 1$ and $2-q$. Hence, the range of $s$ equals the interval $(2-q, q)$ yielding for $\tau=2 /(2-s)$ the condition

$$
\frac{2}{q}<\tau<\frac{2}{2-q}
$$

Note that the limiting value $\tau=2 /(2-q)$ is allowed due to Proposition 3.1. Finally, the condition $w^{\tau} \in \widetilde{A}_{\tau q / 2}^{-}, 2 / q<\tau \leqslant 2 /(2-q)$, easily implies that $w \in A_{q}$ : By Lemma 3.3, there exist $u_{1} \in \tilde{A}_{1}^{-}, v_{1} \in \tilde{A}_{1}^{+}$such that

$$
\begin{equation*}
w=\frac{u_{1}^{1 / \tau}}{v_{1}^{q / 2-1 / \tau}} \tag{41}
\end{equation*}
$$

where $u_{1}^{1 / \tau} \in \widetilde{A}_{1}^{-}$and $q / 2-1 / \tau \leqslant q-1$ yielding $v_{1}^{(q / 2-1 / \tau) /(q-1)} \in \widetilde{A}_{1}^{+}$.
Second Case $q>2$, in which $1<q_{1} \leqslant 2$ and $q_{2}>q$. In this case, the values of $s$ at the corners of the rectangle $\left[\frac{1}{2}, 1\right) \times(0,1 / q)$ in the $\left(1 / q_{1}, 1 / q_{2}\right)$-plane are 0,1 and 2 . Hence,

$$
1<\tau<\infty
$$

and we observe that $\tau=1$ is admissible due to Proposition 3.1. Finally, note that the condition $w^{\tau} \in A_{\tau q / 2}$ implies also $w \in \widetilde{A}_{q}^{-}$: there exist $u_{1} \in \widetilde{A}_{1}^{-}, v_{1} \in \widetilde{A}_{1}^{+}$such that $w$ satisfies (41), where again $q / 2-1 / \tau+1 \leqslant q$ for all $\tau \in(1, \infty)$.

Third Case $q=2$. In this case it suffices to interpolate between $L_{w_{1}}^{2}$ and $L_{w_{2}}^{2}$, where $w_{1} \in \widetilde{A}_{1}^{-}$ and $1 / w_{2} \in \tilde{A}_{1}^{+}$, see Proposition 3.1. Then $T$ is bounded on $L_{w}^{2}$ for all

$$
w=\frac{w_{1}^{1-\delta}}{w_{2}^{\delta}}, \quad 0<\delta<1
$$

Then $w^{1 /(1-\delta)}=w_{1} / w_{2}^{\delta /(1-\delta)}$, or with $\tau=\frac{1}{1-\delta} \in(1, \infty)$,

$$
w^{\tau}=\frac{w_{1}}{w_{2}^{\tau-1}} \in \tilde{A}_{\tau}^{-}=\tilde{A}_{\tau q / 2}^{-}
$$

(ii) Note that $L_{w_{i}}^{q_{i}}\left(\mathbb{R}^{n}\right) \subset S^{\prime}\left(\mathbb{R}^{n}\right), i=1,2$; indeed, $w_{i} \in L_{\mathrm{loc}}^{1}\left(\mathbb{R}^{n}\right)$ and $\int_{|x| \geqslant 1} w_{i}(x)|x|^{-n q_{i}} \mathrm{~d} x<\infty$, see [17, IV. 3 (30)]. Since Equation (5) is linear, it suffices to consider $f=0$ and a solution $u \in S^{\prime}\left(\mathbb{R}^{n}\right)^{n}$ of (8). In the proof of [7], Theorem 1.1 (2), (3), it was shown that under these assumptions $u$ is a polynomial and that $u(x)=\alpha \omega+\beta \omega \wedge x+\gamma\left(x_{1}, x_{2},-2 x_{3}\right)^{\mathrm{T}}, \alpha, \beta, \gamma \in \mathbb{R}$ $\left(u(x)=\beta\left(-x_{2}, x_{1}\right)\right.$ if $\left.n=2\right)$.

## Proof of Corollary 1.5

Considering a priori estimates for $\partial u / \partial x_{3}$ we use representation (19) of $u$. In order to analyse the dependence of the following estimates on the parameters $k, v$ and $\widetilde{\omega}$ let

$$
k^{\prime}=k / \widetilde{\omega}, \quad v^{\prime}=v / \widetilde{\omega} \quad \text { and } \quad D(\xi)=1-\mathrm{e}^{-2 \pi\left(v^{\prime}|\xi|^{2}+\mathrm{i} k^{\prime} \xi_{3}\right)}
$$

Then for $f \in \mathscr{S}\left(\mathbb{R}^{3}\right)^{3}$ we get the identity

$$
\begin{equation*}
k \widehat{\partial_{3} u(\xi)}=\frac{\mathrm{i} k^{\prime} \xi_{3}}{D(\xi)} \int_{0}^{2 \pi} \mathrm{e}^{-\left(v^{\prime}|\xi|^{2}+\mathrm{i} k^{\prime} \xi_{3}\right) t} O_{e_{3}}^{\mathrm{T}}(t) \widehat{F}\left(O_{e_{3}}(t) \xi\right) \mathrm{d} t \tag{42}
\end{equation*}
$$

where $F=f-\nabla p$, see (18). Choose a cut-off function $\eta \in C_{0}^{\infty}\left(B_{1}(0)\right)$ with $\eta(\xi)=1$ for $\xi \in B_{1 / 2}(0)$ and define the multiplier functions

$$
m_{0}(\xi)=\frac{\mathrm{i} k^{\prime} \xi_{3} \eta_{v^{\prime}}(\xi)}{D(\xi)}, \quad m_{1}(\xi)=\frac{k^{\prime}}{\sqrt{v^{\prime}}} \frac{1-\eta_{v^{\prime}}(\xi)}{D(\xi)}
$$

where $\eta_{\nu^{\prime}}(\xi)=\eta\left(\sqrt{v^{\prime}} \xi\right)$, as well as

$$
\mu_{0, t}(\xi)=\mathrm{e}^{-\left(v^{\prime}|\xi|^{2}+\mathrm{i} k^{\prime} \xi_{3}\right) t}, \quad \mu_{1, t}(\xi)=\mathrm{i} \xi_{3} \sqrt{v^{\prime}} \mathrm{e}^{-\left(v^{\prime}|\xi|^{2}+\mathrm{i} k^{\prime} \xi_{3}\right) t}, \quad t \in(0,2 \pi)
$$

Then we get

$$
k \widehat{\partial_{3} u(\xi)}=m_{0}(\xi) \widehat{I_{0}}(\xi)+m_{1}(\xi) \widehat{I_{1}}(\xi)
$$

where $I_{0}(x), I_{1}(x)$ are defined by their Fourier transforms

$$
\begin{aligned}
& \widehat{I}_{0}(\xi)=\int_{0}^{2 \pi} \mu_{0, t}(\xi) O_{e_{3}}^{\mathrm{T}}(t) \widehat{F}\left(O_{e_{3}}(t) \cdot\right)(\xi) \mathrm{d} t \\
& \widehat{I}_{1}(\xi)=\int_{0}^{2 \pi} \mu_{1, t}(\xi) O_{e_{3}}^{\mathrm{T}}(t) \widehat{F}\left(O_{e_{3}}(t) \cdot\right)(\xi) \mathrm{d} t
\end{aligned}
$$

Concerning the multiplier function $\mu_{0, t}$ we note that e.g.

$$
\left|\xi_{3} \frac{\partial \mu_{0, t}}{\partial \xi_{3}}\right|=\left|\left(-2 v^{\prime} t \xi_{3}^{2}-\mathrm{i} k^{\prime} t \xi_{3}\right) \mathrm{e}^{-\left(v^{\prime}|\xi|^{2}+\mathrm{i} k^{\prime} \xi_{3}\right) t}\right|
$$

$$
\begin{aligned}
& \leqslant C\left(v^{\prime} t|\xi|^{2}+\frac{k^{\prime}}{\sqrt{v^{\prime}}} \sqrt{v^{\prime} t}\left|\xi_{3}\right|\right) \mathrm{e}^{-v^{\prime}|\xi|^{2} t} \\
& \leqslant C\left(1+\frac{k^{\prime}}{\sqrt{v^{\prime}}}\right)
\end{aligned}
$$

with a constant $C>0$ independent of $\xi \neq 0, t \in(0,2 \pi), k^{\prime}>0$ and $v^{\prime}>0$. Then it is easily seen that $\mu_{0, t}, \mu_{1, t}$ satisfy the pointwise multiplier estimates

$$
\sup _{t \in(0,2 \pi)} \max _{\alpha} \sup _{\xi \neq 0}\left(\left|\xi^{\alpha} D_{\xi}^{\alpha} \mu_{0, t}(\xi)\right|+\sqrt{t}\left|\xi^{\alpha} D_{\xi}^{\alpha} \mu_{1, t}(\xi)\right|\right) \leqslant C\left(1+\frac{k}{\sqrt{v|\omega|}}\right)
$$

uniformly in $k^{\prime}>0$ and $v^{\prime}>0$, where $\alpha \in \mathbb{N}_{0}^{3}$ runs through the set of all multi-indices $\alpha \in\{0,1\}^{3}$. Hence, Theorems 2.2(iii) and (17) show that

$$
\begin{aligned}
& \left\|I_{0}\right\|_{q, w} \leqslant c\left(1+\frac{k}{\sqrt{v|\omega|}}\right) \int_{0}^{2 \pi}\left\|F\left(O_{e_{3}}(t) \cdot\right)\right\|_{q, w} \mathrm{~d} t \leqslant c\left(1+\frac{k}{\sqrt{v|\omega|}}\right)\|f\|_{q, w} \\
& \left\|I_{1}\right\|_{q, w} \leqslant c\left(1+\frac{k}{\sqrt{v|\omega|}}\right) \int_{0}^{2 \pi} \frac{1}{\sqrt{t}}\left\|F\left(O_{e_{3}}(t) \cdot\right)\right\|_{q, w} \mathrm{~d} t \leqslant c\left(1+\frac{k}{\sqrt{v|\omega|}}\right)\|f\|_{q, w}
\end{aligned}
$$

where $c>0$ is independent of $k, \omega$ and $v$. Moreover, a lengthy, but elementary calculation proves that $m_{0}, m_{1}$ satisfy the pointwise estimates

$$
\max _{j=0,1} \max _{\alpha} \sup _{\xi \neq 0}\left|\xi^{\alpha} D_{\xi}^{\alpha} m_{j}(\xi)\right| \leqslant C\left(1+\frac{k^{4}}{v^{2}|\omega|^{2}}\right)
$$

with $c>0$ independent of $v, \omega, k$; for details see [1]. Now another application of Theorem 2.2(iii) yields the estimate

$$
\left\|k \partial_{3} u\right\|_{q, w} \leqslant c\left(1+\frac{k^{5}}{v^{5 / 2}|\omega|^{5 / 2}}\right)\|f\|_{q, w}
$$

for $f \in S\left(\mathbb{R}^{3}\right)^{3}$, with a constant $c>0$ independent of $f, k, v$ and $\omega$. Since $S\left(\mathbb{R}^{3}\right)$ is dense in $L_{w}^{q}\left(\mathbb{R}^{3}\right)$, this result extends to all $f \in L_{w}^{q}$; for its proof we refer to [1]. However, note that we did not estimate $\widehat{F}\left(O_{\omega}(t) \cdot-k t e_{3}\right) \xi$ in $L^{q}(\Omega)$ as in [1]; instead we have to deal with $\widehat{F}\left(O_{e_{3}}(t) \cdot\right)$, and the shift operator is estimated with the help of multipliers.

Now Corollary 1.5 is completely proved.

## Proof of Corollary 1.6

We have to check for which $\alpha, \beta$ the weight $w(x)=\eta_{\beta}^{\alpha}(x)=(1+|x|)^{\alpha}(1+s(x))^{\beta}$ satisfies the conditions needed in Theorem 1.4. From [16] and [25, Theorem 5.2] we know that $w=\eta_{\beta}^{\alpha} \in A_{p}$, $1<p<\infty$, if and only if $-1<\beta<p-1$ and $-3<\alpha+\beta<3(p-1)$; moreover, by Lemma 2.4(iii) we have to satisfy the conditions $\alpha<p-1, \beta \geqslant 0, \alpha+\beta>-1$ to get that $w_{r}(\cdot) \in A_{p}^{-}$.

Let $q>2$. Then in view of (8) and (15) we have to analyse the convex set

$$
\begin{aligned}
\mathscr{C}= & \left\{(\alpha, \beta) ; \alpha<\frac{q}{2}-\frac{1}{\tau}, \beta \geqslant 0, \alpha+\beta>-\frac{1}{\tau},-\frac{1}{\tau}<\beta<\frac{q}{2}-\frac{1}{\tau},\right. \\
& \left.-\frac{3}{\tau}<\alpha+\beta<\frac{3 q}{2}-\frac{3}{\tau} \text { for some } \tau \in[1, \infty)\right\}
\end{aligned}
$$

Obviously, the conditions $\beta>-1 / \tau$ and $-3 / \tau<\alpha+\beta<3 q / 2-3 / \tau$ are redundant since $q / 2-1 / \tau$ is positive; moreover, the conditions $\alpha+\beta>-1 / \tau$ and $\beta<q / 2-1 / \tau$ yield $\alpha>-q / 2$. We will see that

$$
\mathscr{C}=\left\{(\alpha, \beta) ;-\frac{q}{2}<\alpha<\frac{q}{2}, 0 \leqslant \beta<\frac{q}{2}, \alpha+\beta>-1\right\}
$$

Indeed, it suffices to consider pairs $(\alpha, \beta)$ with $\alpha<0$. If moreover $\alpha+\beta<0$, we find $\tau_{0}>1$ such that $\alpha+\beta=-1 / \tau_{0}$. Then $\beta=-1 / \tau_{0}-\alpha<-1 / \tau_{0}+q / 2$ and $\alpha<0<q / 2-1 / \tau_{0}$; consequently $(\alpha, \beta) \in \mathscr{C}$. If $\alpha+\beta \geqslant 0$, we may choose $\tau$ sufficiently large to show that $(\alpha, \beta) \in \mathscr{C}$.

Now consider the case $1<q<2$. As in the previous case we have to analyse the set $\mathscr{C}$ where now $\tau$ runs in the interval $(2 / q, 2 /(2-q)]$. Since $\tau>2 / q$, the same conditions as before are redundant; moreover, $\alpha>-q / 2$. Then we will show that

$$
\mathscr{C}=\left\{(\alpha, \beta) ;-\frac{q}{2}<\alpha<q-1,0 \leqslant \beta<q-1, \alpha+\beta>-\frac{q}{2}\right\}
$$

Indeed, if e.g. $\alpha<0$ and $\alpha+\beta \leqslant q / 2-1<0$, then there exists $\tau_{0} \in(2 / q,(2-q) / 2]$ such that $\alpha+\beta=-1 / \tau_{0}, \beta=-1 / \tau_{0}-\alpha<-1 / \tau_{0}+q / 2$ and $\alpha<0<q / 2-1 / \tau_{0}$; however, when $\alpha+\beta>q / 2-1$, we may choose $\tau=2 /(2-q)$ to see that $(\alpha, \beta) \in \mathscr{C}$.

## ACKNOWLEDGEMENTS

The research was supported by the Academy of Sciences of the Czech Republic, Institutional Research Plan no. AV0Z10190503, by the Grant Agency of the Academy of Sciences No. IAA100190505, and by the joint research project of DAAD (D/04/25763) and the Academy of Sciences of the Czech Republic (D-CZ 3/05-06).

## REFERENCES

1. Farwig R. An $L^{q}$-analysis of viscous fluid flow past a rotating obstacle. Tôhoku Mathematics Journal 2005; 58:129-147.
2. Farwig R. Estimates of Lower Order Derivatives of Viscous Fluid Flow Past a Rotating Obstacle, vol. 70. Banach Center Publications: Warsaw, 2005; 73-82.
3. Kračmar S, Nečasová Š, Penel P. Anisotropic $L^{2}$ estimates of weak solutions to the stationary Oseen-type equations in $\mathbb{R}^{3}$ for a rotating body. Preprint 165, Academy of Sciences of the Czech Republic, Mathematical Institute, 2006; Proceedings of the RIMS, Kyoto University, 2007; B1:219-235.
4. Kračmar S, Nečasová Š, Penel P. $L^{q}$ approach of weak solutions of Oseen flow around a rotating body. Preprint, 2006, submitted.
5. Farwig R, Neustupa J. On the spectrum of an Oseen-type operator arising from flow past a rotating body. Preprint no. 2484, FB Mathematik, TU Darmstadt, 2006, submitted
6. Farwig R, Hishida T. Stationary Navier-Stokes flow around a rotating obstacle. Preprint no. 2445, FB Mathematik, TU Darmstadt, 2006; Funkcialaj Ekvacioj, in press.
7. Farwig R, Hishida T, Müller D. $L^{q}$-theory of a singular 'winding' integral operator arising from fluid dynamics. Pacific Journal of Mathematics 2004; 215:297-312.
8. Farwig R, Krbec M, Nečasová Š. A weighted $L^{q}$ approach to Stokes flow around a rotating body. Preprint no. 2422, FB Mathematik, TU Darmstadt, 2005, submitted.
9. Hishida T. $L^{q}$ estimates of weak solutions to the stationary Stokes equations around a rotating body. Journal of the Mathematical Society of Japan 2006; 58:743-767.
10. Hishida T, Shibata Y. $L_{p}-L_{q}$ estimate of the Stokes operator and Navier-Stokes flows in the exterior of a rotating obstacle. Preprint, 2006.
11. Nečasova Š. Some remarks on the steady fall of a body in Stokes and Oseen flow. Preprint 143, Academy of Sciences of the Czech Republic, Mathematical Institute, 2001; Proceedings of AIMS Conference, 2006.
12. Nečasova Š. On the problem of the Stokes flow and Oseen flow in $\mathbb{R}^{3}$ with Coriolis force arising from fluid dynamics. IASME Transactions 2005; 2:1262-1270.
13. Nečasova Š. Asymptotic properties of the steady fall of a body in viscous fluids. Mathematical Methods in the Applied Sciences 2004; 27:1969-1995.
14. Galdi GP. On the motion of a rigid body in a viscous liquid: a mathematical analysis with applications. In Handbook of Mathematical Fluid Dynamics, Friedlander S, Serre D (eds), vol. 1. Elsevier: Amsterdam, 2002.
15. Kračmar S, Nečasova Š, Penel P. Estimates of weak solutions in anisotropically weighted Sobolev spaces to the stationary rotating Oseen equations. IASME Transactions 2005; 2:854-861.
16. Farwig R. The stationary exterior 3D-problem of Oseen and Navier-Stokes equations in anisotropically weighted Sobolev spaces. Mathematische Zeitschrift 1992; 211:409-447.
17. Garcia-Cuerva J, Rubio de Francia JL. Weighted Norm Inequalities and Related Topics. North-Holland: Amsterdam, 1985.
18. Muckenhoupt B. Weighted norm inequalities for the Hardy maximal function. Transactions of the American Mathematical Society 1972; 165:207-226.
19. Kurtz DS. Littlewood-Paley and multiplier theorems on weighted $L^{p}$ spaces. Transactions of the American Mathematical Society 1980; 259:235-254.
20. Sawyer E. Weighted inequalities for the one-sided Hardy-Littlewood maximal function. Transactions of the American Mathematical Society 1986; 297:53-61.
21. Rychkov V. Littlewood-Paley theory and function spaces with $A_{p}^{\text {loc }}$ weights. Mathematische Nachrichten 2001; 224:145-180.
22. Strömberg J-O, Torchinsky A. Weighted Hardy Spaces. Lecture Notes in Mathematics, vol. 1381. Springer: Berlin, 1989.
23. Stein EM. Harmonic Analysis: Real-Variable Methods, Orthogonality, and Oscillatory Integrals. Princeton University Press: Princeton, NJ, 1993.
24. Bergh J, Löfström J. Interpolation Spaces. Springer: New York, 1976.
25. Kračmar S, Novotný A, Pokorný M. Estimates of Oseen kernels in weighted $L^{p}$ spaces. Journal of the Mathematical Society of Japan 2001; 53:59-111.

## BODY <br> $L^{q}$-APPROACH TO WEAK SOLUTIONS OF THE OSEEN FLOW AROUND A ROTATING

Abstract. We consider the time-periodic Oseen flow around a rotating body in $\mathbb{R}^{3}$. We prove $a$ that the right-hand side has the divergence form. After a time-dependent change of coordinates the problem is reduced to a stationary Oseen equation with the additional term $-(\omega \wedge x) \cdot \nabla u+$
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1. Introduction. Many physical phenomena involve moving or deformable structures



 attention, see [18], [12], [10], [11], [29]-[31], [19], [26], [28], [7], [8], [9], [16], [17], [32], [34], [13]. Further references on moving bodies in fluids are given in [16].
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$$
\begin{array}{ll}
+\nabla p=f & \text { in } \mathbb{R}^{3} \\
\operatorname{div} u=0 & \text { in } \mathbb{R}^{3}
\end{array}
$$

$u \rightarrow 0 \quad$ as $|x| \rightarrow \infty$

 $\nabla \cdot[-(\omega \wedge x) \cdot \nabla u+\omega \wedge u]=0$
 $-\nu \Delta u+k \partial_{3} u-(\omega \wedge x) \cdot \nabla u+\omega \wedge u=g$ in $\mathbb{R}^{3}$,
The linear system (1.1) has been analyzed in $L^{q}$-spaces, $1<q<\infty$, in [10] proving the a priori estimates
(1.4)

 starting with a viscous flow either past a threedimensional rigid body, rotating with an
 in the direction of its axis of rotation. We assume this viscous flow modelled by the
incompressible Navier-Stokes equations with the velocity $u_{\infty}=k e_{3} \neq 0$ at infinity. Then,

$v=v(y, t)$ and the pressure $q=q(y, t)$ solve the well known nonlinear system:
in $(0,+\infty) \times \Omega(t)$,
in $(0,+\infty) \times \Omega(t)$,
on $(0,+\infty) \times \partial \Omega(t)$,
$v(y, t) \rightarrow u_{\infty} \neq 0 \quad$ as $|y| \rightarrow \infty$.
Due to the rotation with angular velocity $\omega$, the time-dependent exterior domain $\Omega(t)$ is
given by

$$
\Omega(t)=O_{\omega}(t) \Omega
$$

(1.6)
(1.7)

$$
u(x, t)=O_{\omega}^{T}(t)\left(v(y, t)-u_{\infty}\right), p(x, t)=q(y, t), f(x, t)=O_{\omega}(t)^{T} \tilde{f}(y, t)
$$

we arrive at the modified Navier-Stokes system, this is the first step:
$\checkmark \checkmark \times\left(\infty+{ }^{\circ} 0\right)$ u! $\quad f=d \Delta+n \vee m+n \Delta \cdot(x \vee m)-$ $0 \leftarrow\left(7^{\prime} x\right) n$
$\infty_{n(7)}{ }_{L}^{m} O-x \vee m=\left(7^{\prime} x\right) n$



 the modified Oseen system (1.1).


 Remark 2. We would like to mention that there exists another type of transformation (a local transformation) which was introduced by Inou and Wakimoto [24]. The transformation is applied by several authors, see e.g. [38].

supports contained in $\mathbb{R}^{3}$. By $L^{q}\left(\mathbb{R}^{3}\right)$ we denote the usual Lebesgue space with norm $\|\cdot\|_{q}$.

 be found in the work of Galdi [15]. He defines the homogeneous Sobolev spaces in the following way

(1.11)

 $0 \leftarrow(\varepsilon \mathbb{H}) .47\left\|^{Y} n_{\Delta}-{ }^{y} n \Delta\right\|$
$w_{k} \rightarrow u$ in $L_{l o c}^{r}\left(\mathbb{R}^{3}\right)$,
(1.12)
Such $a u$ is unique up to additive constants. In this case, we have the inclusion $\widehat{W}_{0}^{1, r}\left(\mathbb{R}^{3}\right) \subset$ $\left\{[u] \in L_{l o c}^{r}\left(\mathbb{R}^{3}\right) / \mathbb{R}: \nabla u \in L^{r}\left(\mathbb{R}^{3}\right)\right\}$ where $[u]=\left\{w \in L_{l o c}^{r}\left(\mathbb{R}^{3}\right): w-u \in \mathbb{R}\right\}$.
REMARK 4. We would like to mention that definitions (1.10) and (1.11) are equivalent in the following sense. In definition (1.10) the elements of space are classes of functions
 divide into two cases:

- the case $1<r<n$ where Sobolev imbedding is valid
- the case of $r \geq n$ where limits of Cauchy sequences are unique up to constant, see
previous Lemma.
REMARK 5. We would like to mention that a different approach was given by Giraut and collaborators. They introduce Sobolev spaces with weights where the density of weighted
Sobolev spaces in $C_{0}^{\infty}$ is satisfied automatically from the definition, see [1] Their dual space is defined in the following way
to negative homogeneous spaces; for more details see [5, 20].
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 and $\partial_{r}$ or $\partial_{\theta}$ in cylindrical coordinates. We are now interested in the weak solution to
(1.1).
DEFINITION 1.1. Let $1<q<\infty$. Given $f \in \widehat{W}^{-1, q}\left(\mathbb{R}^{3}\right)^{3}$, we call $\{u, p\} \in \widehat{W}^{1, q}\left(\mathbb{R}^{3}\right)^{3} \times$ $L^{q}\left(\mathbb{R}^{3}\right)$ a weak solution to (1.1) if
$\nabla \cdot u=0 \quad$ in

2) $\quad(\omega \wedge x) \cdot \nabla u-\omega \wedge u \in \widehat{W}^{-1, q}\left(\mathbb{R}^{3}\right)^{3}$
$\{u, p\}$ satisfies $(1.1)_{2}$ in the sense of distributions, that is,
$\nu\langle\nabla u, \nabla \varphi\rangle-\langle(\omega \wedge x) \cdot \nabla u-\omega \wedge u, \varphi\rangle$
$+k\left\langle\frac{\partial u}{\partial x_{3}}, \varphi\right\rangle-\langle p, \nabla \cdot \varphi\rangle=\langle f, \varphi\rangle$,
In fact, as usual, equation (1.15) holds by density for all $\varphi \in \widehat{W}^{1, q /(q-1)}\left(\mathbb{R}^{3}\right)^{3}$.
In Definition 1.1 we use that functions from $\varphi \in \widehat{W}^{1, q /(q-1)}\left(\mathbb{R}^{3}\right)^{3}$ can be approximated by functions from $C_{0}^{\infty}$, for more details see [31]. In the work of Galdi [15], the author defines $q$-generalized solutions (see page 189)
which are similar to our Definition 1.1. The main results are the following
Theorem 1.1. Let $1<q<\infty$ and suppose $f \in \widehat{W}^{-1, q}\left(\mathbb{R}^{3}\right)^{3}$, then the problem (1.1) $\|\nabla u\|_{q}+\|p\|_{q}+\|(\omega \wedge x) \cdot \nabla u-\omega \wedge u\|_{-1, q} \leq C\|f\|_{-1, q}$, with some $C>0$, which depends on $q$.
Theorem 1.2. The solution $\{u, p\}$ given by Theorem 1.1 is unique up to a constant multiple of $\omega$ for $u$.
Corollary 1.1. Let $1<q<4, f \in \widehat{W^{-1, q}}\left(\mathbb{R}^{3}\right)^{3}$ and let $u \in \widehat{W^{1, q}}\left(\mathbb{R}^{3}\right)^{3}$ be the unique weak solution to problem (1.1). Then there exists $\alpha \in \mathbb{R}$ such that
$u-\alpha e_{3} \in L^{s}\left(\mathbb{R}^{3}\right)^{3}$ for all $s>1,1 / s \in 1 / q-[1 / 4,1 / 3]$.
$\left\|u-\alpha e_{3}\right\|_{s} \leq C\|f\|_{-1, q}$

[^1]In Theorem 1.1 and Theorem 1.2, due to our choice of the right-hand side, we improve Farwig's a priori estimates (1.4). We extend to the Oseen problem the analysis done by Hishida [31] for the Stokes problem
2. Mathematical preliminaries
Dernion 2.1. Let $\chi \in \mathcal{D}(\mathbb{d})$, $\alpha \in \mathbb{N}$ be such $|\xi| \leq 1 / 2$ imples $\chi(\xi)=1$ and
 $|\xi| \geq 1$ implies $\chi(\xi)=0$. Let $\psi$ be defined as $\psi(\xi)=\chi(\xi / 2)-\chi(\xi)$. Let $S_{j}$ and $\Delta_{j}$ be
defined as the Fourier multipliers $\mathcal{F}\left(S_{j} f\right)=\chi\left(\xi / 2^{j}\right) \mathcal{F} f$ and $\mathcal{F}\left(\Delta_{j} f\right)=\psi\left(\xi / 2^{j}\right) \mathcal{F} f$. Then for all $N \in \mathbb{Z}$ and all $f \in \mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right)$ we have $f=S_{N} f+\sum_{j \geq N} \Delta_{j} f$ in $\mathcal{S}^{\prime}\left(\mathbb{R}^{d}\right)$, this equality


(i) $f \in L^{p}\left(\mathbb{R}^{d}\right)$


Moreover, the following norms are equivalent on $L^{p}$ :
$\|f\|_{p}, \quad\left\|S_{0} f\right\|_{p}+\left\|\left(\sum_{j \in \mathbb{N}}\left|\Delta_{j} f\right|^{2}\right)^{1 / 2}\right\|_{p} \quad$ and $\quad\left\|\left(\sum_{j \in \mathbb{Z}}\left|\Delta_{j} f\right|^{2}\right)^{1 / 2}\right\|_{p}$
2.2. Bogovskii operator


$$
L_{0}^{q}(\Omega)=\left\{u \in L_{q}(\Omega): \int_{\Omega} u d x=0\right\}
$$
 domain $\Omega \subset \mathbb{R}^{n}$ with boundary in $C^{0,1}$ Bogovskii [2], [3] constructed a bounded linear operator $\mathcal{R}: L_{0}^{q}(\Omega) \rightarrow W_{0}^{1, q}(\Omega)^{n}$ such that $u=\mathcal{R} g$ is a solution of
$\operatorname{div} u=g \quad$ in $\Omega$,
$$
(2.1)
$$
 see [2].
The Bogovskii operator was studied in a more general class of domains, see e.g. [5]. Assumptions I. Let $\Omega \subset \mathbb{R}^{n}, n \geq 2$, be a domain with boundary $\partial \Omega \in C^{1,1}$, and suppose one of the following cases
'pəpunoq s! $\mho(!)$

(iii) $\Omega$ is a perturbed half space, i.e., there exists some open ball $B$ such that $\Omega \backslash B=$ $\mathbb{R}_{+}^{n} \backslash B$
Lemma 2.1 (Farwig, Sohr). Let $\Omega=\mathbb{R}^{n}$ or let $\Omega \subset \mathbb{R}^{n}(n \geq 2)$ be a domain satisfying Assumption I, further let $1<q<\infty$. Then there exists a linear bounded operator $\mathcal{R}$ :
$W^{1, q}(\Omega) \cap \widehat{W}^{-1, q}(\Omega) \rightarrow \mathcal{D}\left(\Delta_{q}\right)^{n}$ if $\Omega$ is unbounded or $\mathcal{R}: W^{1, q}(\Omega) \cap L_{0}^{q}(\Omega) \rightarrow \mathcal{D}\left(\Delta_{q}\right)^{n}$ if $\Omega$ is bounded such that $u=\mathcal{R} g$ is a solution of (2.1) for all $g \in W^{1, q}(\Omega) \cap \widehat{W}^{-1, q}(\Omega)$ or $g \in W^{1, q}(\Omega) \cap L_{0}^{g}(\Omega)$ respectively; $u=\mathcal{R} g$ satisfies the estimates
$\|u\|_{q} \leq c\|g\|_{-1, q}$ and $\|u\|_{W^{2, q}(\Omega)} \leq c\left(\|\nabla g\|_{q}+\|g\|_{-1, q}\right)$, where $c=c(\Omega, q)>0$ is a constant.
Proof. See [5].
2.3. Maximal operator. For a rapidly decreasing function $u \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ let $\mathcal{F} u(\xi)=\hat{u}(\xi)=\frac{1}{(2 \pi)^{n / 2}} \int_{\mathbb{R}^{n}} e^{-i x \cdot \xi} u(x) d x, \quad \xi \in \mathbb{R}^{n}$,
be the Fourier transform of $u$. Its inverse is denoted by $\mathcal{F}^{-1}$. Moreover, we define the centered Hardy-Littlewood maximal operator
for $u \in L_{\text {loc }}^{1}\left(\mathbb{R}^{n}\right)$ where again $Q$ runs through the set of all cubes centered at $x$.
3. Computation of $\nabla u$. Using the fact that the space $\left\{g \mid g=\nabla \cdot G, G \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)^{3 \times 3}\right\}$ is dense in $\widehat{W}^{-1, q}\left(\mathbb{R}^{3}\right)^{3}$, we can write either $f$ in the divergence form in the Oseen system (1.1) or $g=\nabla \cdot G$ in the reduced Oseen system 1.3, assuming firstly $G \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)^{3 \times}$. the Fourier transform. We will derive the following formal expressions of $\widehat{u}, u$, and $\nabla u$ : $\widehat{u}(\xi)=\int_{0}^{\infty} e^{-\left(\nu|\xi|^{2}+i k \xi_{3}\right) t} O_{\omega}^{T}(t) \widehat{g}\left(O_{\omega}(t) \xi\right) d t$,
yielding $u(\cdot)$ in the form
where $\quad u(x)=\int_{0}^{\infty} E_{t} * O_{\omega}^{T}(t) g\left(O_{\omega}(t) .-k t e_{3}\right)(x) d t$, $E_{t}(x)=\frac{1}{(4 \pi \nu t)^{3 / 2}} e^{-\frac{\left(\frac{1 v}{4} t^{2}\right.}{4 \nu t}}$.

Observing the previous integral the solution can be rewritten as
$u(x)=\int_{\mathbb{R}^{3}} \Gamma(x, y) \nabla \cdot G(y) d y$,
$\quad \Gamma$ where $\quad \Gamma(x, y)=\int_{0}^{\infty} E_{t}\left(O_{\omega}(t) x-y-k t e_{3}\right) O_{\omega}^{T}(t) d t$.
Therefore we can compute the gradient of $u$,
‘ $h p(\hbar) D:\left(\hbar^{‘} x\right) \mathrm{J}^{\hbar} \Delta^{x} \Delta^{\varepsilon \mathbb{k}} \int-=(x) n \Delta$
and come back to its Fourier transform.
Let us compute explicitly $\widehat{u}$. First of all, due to the geometry of the problem it is reasonable to introduce cylindrical coordinates $\left(r, \theta, x_{3}\right) \in(0, \infty) \times[0,2 \pi) \times \mathbb{R}$. Then $(\omega \wedge x) \cdot \nabla u=|\omega|\left(-x_{2} \partial_{1} u+x_{1} \partial_{2} u\right)$ may be rewritten in the form $(\omega \wedge x) \cdot \nabla u=|\omega| \partial_{g} u$

$\left(\nu|\xi|^{2}+i k \xi_{3}\right) \widehat{u}-|\omega| \partial_{\varphi} \widehat{u}+|\omega| e_{3} \wedge \widehat{u}+i \xi \widehat{p}=\widehat{f}, \quad i \xi \cdot \widehat{u}=0$.
 space when using cylindrical coordinates. Since (1.2) we have $i \xi \cdot\left(\partial_{\varphi} \widehat{u}-e_{3} \wedge \widehat{u}\right)=0$, the unknown pressure $p$ is explicitly given by $-|\xi|^{2} \hat{p}=i \xi \cdot \hat{f}$. Denoting $g=f-\nabla p$ then we

$$
-\partial_{\varphi} \widehat{u}+\frac{1}{|\omega|}\left(\nu|\xi|^{2}+i k \xi_{3}\right) \widehat{u}+e_{3} \wedge \hat{u}=\frac{1}{|\omega|^{2}} \widehat{g},
$$

$(3.1)^{\prime}$

$$
-\partial_{\varphi} \widehat{v}+\frac{1}{|\omega|}\left(\nu|\xi|^{2}+i k \xi_{3}\right) \widehat{v}=\frac{1}{|\omega|} \widehat{g} .
$$

This inhomogeneous, linear ordinary differential equation of first order with respect to $\varphi$ has a unique $2 \pi$-periodic solution

$$
\widehat{v}(\varphi)=\frac{1 /|\omega|}{1-e^{-2 \pi\left(\nu|\xi|^{2}+i k \xi_{3}\right) / / \omega \mid}} \int_{0}^{2 \pi} e^{\left(-\left.\nu|\xi|\right|^{2}+i k \xi_{3}\right) t} O_{e_{3}}^{T}(\varphi+t) \widehat{g}\left(O_{e_{3}}(t) \xi\right) d t .
$$


 we get the unique $2 \pi /|\omega|$-periodic solution
(3.2)
(3.3)
(3.4)
$\stackrel{10}{\text { ei }}$ $0^{0}=(\xi) \underline{n}$

$$
e^{-\left(\nu|\xi|^{2}+i k \xi_{3}\right) t} O_{\omega}^{T}(t) \widehat{g}\left(O_{\omega}(t) \xi\right) d t .
$$



$$
\nabla u(x)=\int_{\mathbb{R}^{8}} \nabla_{x} \Gamma(x, y) g(y) d y,
$$

$$
\Gamma(x, y)=\int_{0}^{\infty} \frac{1}{(4 \pi \nu t)^{3 / 2}} \exp \left(-\frac{\left|O_{\omega}(t) x-y-k t e_{3}\right|^{2}}{4 \nu t}\right) O_{\omega}^{T}(t) d t .
$$
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REMARK 7. Taking into account the expression $g=\nabla \cdot G, G \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)^{9}$, we can integrate by parts:
 $\nabla_{x} \nabla_{y} \Gamma(x, y)=\nabla_{x}^{2} \Gamma(x, y)$. So we have
$\nabla u(x)=-\int_{\mathbb{R}^{3}} \nabla_{x}^{2} \Gamma(x, y): G(y) d y=-\nabla^{2} \int_{\mathbb{R}^{3}} \Gamma(x, y): G(y) d y$.
4. Proof of the main theorem. In this section we estimate the $L^{q}$-norm of each component of $T G(x):=\triangle \int_{\mathbb{R}^{3}} \Gamma(x, y): G(y) d y$, say $T G_{i, k}(\cdot)$ by the $L^{q}$-norm of $G_{i, k}(\cdot)$,
and then we apply these results for $L^{4}$-estimate of $\nabla u$.
To this end, we follow the way used by Farwig, Hishida, Müller [12] and by Hishida [31] because till now we do not have a more direct analysis. By means of the Fourier transform we have
$T G(\xi)=\frac{1}{(2 \pi)^{3 / 2}}$
Let us temporarily denote $T G_{i, k}(x)$ by $F(x)$. A deep tool from harmonic analysis requires us to define an appropriate function $\varphi(\cdot) \in C_{0}^{\infty}\left((0, \infty) ; S\left(\mathbb{R}^{3}\right)\right)$ such that with the so
called square operator $S(F)(x)=\int_{0}^{\infty}|\varphi(t, \cdot) * F(x)|^{2} \frac{d t}{t}$
we obtain the equivalence of $L^{q}$-norms given by the theorem of E. M. Stein, Chapter I,
Section $8.23[37]$,

$$
\begin{aligned}
& \text { and so for all } t>0 \\
& \qquad \psi_{t}(x)=t^{-3 / 2} \psi\left(\frac{x}{\sqrt{t}}\right), \quad \widehat{\psi}_{t}(\xi)=\frac{1}{(2 \pi)^{3 / 2}} t|\xi|^{2} e^{-\nu t|\xi|^{2}}
\end{aligned}
$$

$$
T G_{i k}(x)=\int_{\mathbb{R}^{3}} \Delta \Gamma(x, y)_{k i} G_{i k}(y) d y .
$$

Since formally $T=\sum_{j=-\infty}^{\infty} T_{j}$, we have to prove that this infinite series converges even
in the operator norm on $L^{q}$.
For later use we cite the following lemma, see [12].
Lemma 4.1. The functions $\Delta^{j}, \Delta_{t}^{j}, j \in \mathbb{Z}, t>0$, have the following properties:
(i) supp $\widehat{\Delta}_{t}^{j} \subset A\left(\frac{2^{j-1}}{\sqrt{t}}, \frac{2^{j+1}}{\sqrt{t}}\right)$.
(ii) For $m>\frac{n}{2}$ let $h(x)=\left(1+|x|^{2}\right)^{-m}$ and $h_{t}(x)=t^{-n / 2} h\left(\frac{x}{\sqrt{t}}\right), t>0$. Then there
exists a constant $c>0$ independent of $j \in \mathbb{Z}$ such that

$$
\left|\Delta^{j}(x)\right| \leq c 2^{-2|j|} h_{2-2 j}(x), \quad x \in \mathbb{R}^{n},
$$

$$
\left\|\Delta^{j}\right\|_{1} \leq c 2^{-2|j|} .
$$

 ${ }^{\infty}(s)^{2} \frac{d s}{s}=\frac{1}{2}$.
Then define $\varphi \in \mathcal{S}\left(\mathbb{R}^{n}\right)$ by its Fourier transform $\widehat{\varphi}(\xi)=\widetilde{\varphi}(|\xi|)$ yielding for every $s>0$ $\widehat{\varphi}_{s}(\xi)=\widetilde{\varphi}(\sqrt{s}|\xi|), \quad \operatorname{supp} \widehat{\varphi}_{s} \subset A\left(\frac{1}{2 \sqrt{s}}, \frac{2}{\sqrt{s}}\right)$, and the normalization $\int_{0}^{\infty} \widehat{\varphi}_{s}(\xi)^{2} \frac{d s}{s}=1$ for all $\xi \in \mathbb{R}^{3} \backslash\{0\}$.
Theorem 4.1. Let $1<q<\infty$. Then there are constants $c_{1}, c_{2}>0$ depending on $q$ and $\varphi$ such that for all $f \in L^{q}$
$c_{1}\|f\|_{q} \leq\left\|\left(\int_{0}^{\infty} \int_{0}^{\infty}\left|\varphi_{s} * f(.)\right|^{2} \frac{d s}{s}\right)\right\|_{q / 2} \leq c_{2}\|f\|_{q}$

with a constant $c=c(q, w)>0$ independent of $f$.
Proof. We define the sublinear operator $\mathcal{M}^{j}$, a modified maximal operator, by

$$
\mathcal{M}^{j} \varphi(x)=\sup _{s>0} \int_{A_{s}}\left(\left|\Delta_{t}^{j}\right| *|\varphi|\right)\left(O_{\omega / \nu}(t)^{T} x+\frac{k}{\nu} t e_{3}\right) \frac{d t}{t},
$$

where $A_{s}=\left[\frac{s}{16}, 16 s\right]$.
First step. We will prove the preliminary estimate

$$
\left\|T_{j} G_{i k}\right\|_{q} \leq c\left\|\Delta^{j}\right\|_{1}^{1 / 2}\left\|\mathcal{M}^{j}\right\|_{L^{(q / 2)^{\prime}}}^{1 / 2}\left\|G_{i k}\right\|_{q}, \quad j \in \mathbb{Z} .
$$

To prove (5.2) we use the Littlewood-Paley decomposition of $L^{q}$,

$$
c_{1}^{2}\|f\|_{q}^{2} \leq\left\|\int_{0}^{\infty}\left|\varphi_{s} * f(\cdot)\right|^{2} \frac{d s}{s}\right\|_{q / 2} \leq c_{2}^{2}\|f\|_{q}^{2} .
$$

By a duality argument we find some function $0 \leq g \in L^{(q / 2)^{\prime}}$ with $\|g\|_{(q / 2)^{\prime}}=1$ such that

$$
\left\|\int_{0}^{\infty}\left|\varphi_{s} * T_{j} G_{i k}(\cdot)\right|^{2} \frac{d s}{s}\right\|_{q / 2}=\int_{0}^{\infty} \int_{\mathbb{R}^{n}}\left|\varphi_{s} * T_{j} G_{i k}(x)\right|^{2} g(x) d x \frac{d s}{s} .
$$

To estimate the right-hand side of $(5.4)$ note that

$$
\varphi_{s} * T_{j} G(x)=\int_{0}^{\infty} O(t)_{\omega / \nu}^{T}(t)\left(\varphi_{s} * \Delta_{t}^{j} * G_{i k}\right)\left(O_{\omega / \nu}(t) x-\frac{k}{\nu} t e_{3}\right) \frac{d t}{t},
$$

where $\varphi_{s} * \Delta_{t}^{j}=0$ unless $t \in A(s, j):=\left[2^{2 j-4} s, 2^{2 j+4} s\right]$. Since $\int_{t \in A(s, j)} \frac{d t}{t}=\log 2^{8}$ for convolutions that
here we used the estimate $\left|\left(\Delta_{t}^{j} *\left(\varphi_{s} * G_{i k}\right)\right)(y)\right|^{2} \leq\left\|\Delta_{t}^{j}\right\|_{1}\left(\left|\Delta_{t}^{j}\right| *\left|\varphi_{s} * G_{i k}\right|^{2}\right)(y)$ and the identity $\left\|\Delta_{t}^{j}\right\|_{1}=\left\|\Delta^{j}\right\|_{1}$, see Lemma 4.1. Thus
$\int^{\infty} \int$ $\leq c \int_{0}^{\infty} \int_{A(s, j)} \int_{\mathbb{R}^{n}}\left(\left.\left|\Delta_{t}\right| \rho_{s} * G_{i k}^{2}\right|^{2}\right)(x)\left(O(t)_{\omega / \nu}^{T} x-\frac{-t e e_{3}}{\nu}\right) g(x) d x \frac{t}{t} s$ since $\Delta_{t}^{j}$ is radially symmetric. By definition of $\mathcal{M}^{j}$ the innermost integral is bounded by $\mathcal{M}^{j} g(x)$ uniformly in $s>0$. Hence we may proceed in (5.5) using Hölder's inequality
as follows:
Second step. We investigate the estimate $\left\|\mathcal{M}^{j} g\right\|_{(q / 2)^{\prime}}$. Since $\frac{q}{2} \in(1, \infty)$ is arbitrary, we
have to consider $\left\|\mathcal{M}^{j}\right\|_{L^{p}}$ for arbitrary $p \in(1, \infty)$. For this reason we define the classical
Hardy-Littlewood maximal operator $\mathcal{M}$ on $L^{p}\left(\mathbb{R}^{3}\right)$ by

## $\mathcal{M} g(x):=\sup _{s>0} \frac{1}{\left|B_{s}(x)\right|} \int_{B_{s}(x)}|g(x)| d y$

OSEEN FLOW AROUND A ROTATING BODY 271
and a "helical" maximal operator

$$
\mathcal{M}_{\mathrm{hel}} g\left(\theta, x_{3}\right):=\sup _{s>0} \frac{1}{s} \int_{A_{s}}|g|\left|\theta-\frac{\omega}{\nu} t, x_{3}+\frac{k}{\nu} t\right|,
$$

for functions $g$ depending on $\left(\theta, x_{3}\right)$, which are $2 \pi$-periodic in $\theta$. Since $0 \leq h \in L^{1}\left(\mathbb{R}^{3}\right)$ is radially symmetric and strictly decreasing, $\sup _{r>0} h_{r} * u(x) \leq c \mathcal{M} u(x)$.

$$
\begin{gathered}
\mathcal{M}_{j} g(x) \leq c 2^{-2|j|} \mathcal{M}\left(\mathcal{M}_{\text {hel }} g_{r}(., .)\right)(x) \\
\text { where } g_{r}\left(\theta, x_{3}\right)=g\left(r, \theta, x_{3}\right)=g(x) \text { is considered as a function of } \theta, x_{3} \text { and }
\end{gathered}
$$

$$
\left\|\mathcal{M}_{j} g\right\|_{p} \leq C 2^{-2 j}\left\|\mathcal{M}_{\text {hel }} g_{r}(\cdot, \cdot)\right\|_{L^{p}\left(\mathbb{R}^{3}\right)} .
$$

due to $L^{p}$ continuity of $\mathcal{M}$.
Чұ!м ${ }^{\wedge}$ б до Кұ!
respect to $\theta$ to get that


| $(2 \cdot \mathrm{~g})$ |  |
| :---: | :---: | From Lemma 4.1 and Proposition 5.1 the operator $T_{j}$ satisfies the estimates


Then $T=\sum_{j=-\infty}^{\infty} T_{j}$ converges in the operator norm on $L^{q}\left(\mathbb{R}^{3}\right)^{3}$ and $\|T G\|_{q} \leq c\|G\|_{q}$, $\varepsilon(\varepsilon \Psi) S \ni D$ К..əлә .тој
( 8 g ) $\quad \cdot \frac{7}{7 p}\left(\varepsilon_{\partial 7} \frac{n}{y}+x(7)^{n / m}{ }_{L} O\right)\left(D(7)^{n / m} O * \nabla_{\infty}\right) \int_{\infty}^{0}=(x)_{D_{*}} L$

so $T$ is $L^{q}$ bounded for $1<q<2$. This implies the following estimate
(6.9) $\quad{ }^{b}\| \|_{D}\left\|>{ }^{b}\right\| n \Delta \|$
Fourth step. Now, using Farwig-Sohr Lemma 2.1 we know that there is $G \in L^{q}\left(\mathbb{R}^{3}\right)^{9}$
$\cdot \varepsilon \mathbb{H}^{\prime} b^{‘} \mathrm{I}-\|f\|_{D}>\varepsilon \mathbb{U}^{t} b\|D\| ' f=D \cdot \Delta$
Let $G_{k} \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)^{9}$ such that $\left\|G_{k}-G\right\|_{G \mathbb{R}^{3}} \rightarrow 0$ as $k \rightarrow \infty$. Let $u_{k}$ be solution of our undamental solution (3.3) with $f=\nabla \cdot G_{k}$. For each $k$ and $m \in \mathbb{N}$, we choose a constant vector $b_{k}^{m} \in \mathbb{R}^{3}$ satisfying

$$
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$$

$$
\int_{B_{m}}\left(u_{k}(x)+b_{k}^{m}\right) d x=0
$$

## yoincaré inequality and by (5.9).

Therefore, there exist $u^{(m)} \in W^{1, q}\left(B_{m}\right)^{3}$ and $V \in L^{q}\left(\mathbb{R}^{3}\right)^{9}$ such that
$\left\|u_{k}+b_{k}^{(m)}-u^{(m)}\right\|_{q, B_{m}} \rightarrow 0, \quad\left\|\nabla u_{k}-V\right\|_{q, \mathbb{R}^{3}} \rightarrow 0, \quad k \rightarrow \infty$,
$\nabla u^{(m)}(x)=V(x)$ (a.a. $\left.x \in B_{m}\right)$.
Consider next the case $m=2$; since $\nabla u^{(2)}(x)=V(x)=\nabla u^{(1)}(x)=\nabla \tilde{u}(x)$ for a.a.
$x \in B_{1} \subset B_{2}$, the difference $u^{(2)}(x)-\tilde{u}(x)=: a$ is
(5.10)
(5.11)
(5.12)
$\left|B_{1}\right|^{1 / q}\left|b_{k}^{(2)}-b_{k}-a\right|=\left\|b_{k}^{(2)}-b_{k}-a\right\|_{q, B_{1}} \leq$

$\left\|u_{k}+b_{k}-\tilde{u}\right\|_{q, B_{2}} \leq\left\|u_{k}+b_{k}^{(2)}-u^{(2)}\right\|_{q, B_{2}}+\left|B_{2}\right|^{1 / q}\left|b_{k}^{(2)}-b_{k}-a\right| \rightarrow 0$
as $k \rightarrow \infty$. By induction there exists a function $\tilde{u} \in \widehat{W}^{1,9}\left(\mathbb{R}^{3}\right)^{3}$ so that
$\left\|u_{k}+b_{k}-\tilde{u}\right\|_{q, B_{m}}+\mid \nabla u_{k}-\nabla \tilde{u} \|_{q, \mathbb{R}^{3}} \rightarrow 0, \quad k \rightarrow \infty$,
$L=-\Delta-\frac{\partial}{\partial x_{3}}-(\omega \wedge x) \cdot \nabla+\omega \wedge$.
$L b_{k}=\omega \wedge \dot{b_{k}}=L\left(u_{k}+b_{k}\right)-\nabla \cdot G_{k} \rightarrow L \tilde{u}-\nabla \cdot G$ in $\mathcal{D}^{\prime}\left(\mathbb{R}^{3}\right)^{3}$ as $k \rightarrow \infty$.
Since there is a constant vector $b \in \mathbb{R}^{3}$ such that

## $\omega \wedge b_{k} \rightarrow \omega \wedge b=L b$

१еч оs
One extends $\tilde{u}$ by
From definition of $L$ together with $L u_{k}=\nabla \cdot G_{k}$ we have
as $k \rightarrow \infty$. Consequently, we get
$L(\tilde{u}-b)=\nabla \cdot G$ in $\mathcal{D}^{\prime}\left(\mathbb{R}^{3}\right)^{3}$
and $u=\tilde{u}-b$ is the desired solution. By (5.12) we have $\left\|u_{k}-\nabla u\right\|_{q, \mathbb{R}^{3}} \rightarrow 0$ and, therefore,
the estimate (1.14) holds.
273
Fifth step. It remains to prove the uniqueness. We use the duality method. We consider
the adjoint equation
$L^{*} v \equiv-\Delta v+(\omega \wedge x) \cdot \nabla v-\omega \wedge v+\frac{\partial u}{\partial x_{3}}=\nabla \cdot G$

## 


Applying the same argument we ge
$\|\nabla v\|_{r, \mathbb{R}^{3}} \leq C\|G\|_{r, \mathbb{R}^{3}}$, for all $v \in \widehat{W}^{1, r}\left(\mathbb{R}^{3}\right), r \in(1, \infty)$ Let $u \in \widehat{W}^{1, q}\left(\mathbb{R}^{3}\right)^{3}$ be a weak solution of $L u=0$ in $\widehat{W}^{1, q}\left(\mathbb{R}^{3}\right)^{3}$. One can take as a test
function to get

$$
\langle L u, v\rangle=0
$$

Similarly, one takes $u$ as a test function for (5.13) in $\widehat{W}^{-1, q /(q-1)}\left(\mathbb{R}^{3}\right)^{3}$ to obtain
$\left\langle u, L^{*} v\right\rangle=\langle u, \nabla \cdot G\rangle$.
Since $G \in\left(C_{0}^{\infty}\right)^{9}$ is arbitrary, we obtain $u=0$ in $\widehat{W}^{1, q}\left(\mathbb{R}^{3}\right)^{3}$ by Theorem 1.2. $u$ is a constant vector, but it is a constant multiple of $\omega$ because $\omega \wedge u=0$.
To complete the proof of Theorem 1.1, we have to show the following lemma
LEMMA 5.1. Let $v \in \mathcal{S}\left(\mathbb{R}^{3}\right)$ be the solution of
$-\Delta v+\frac{\partial v}{\partial x_{3}}-(\omega \wedge x) \cdot \nabla v=0$ in $\mathbb{R}^{3}$
Proof. This was prover
Proof of Theorem 1.1. As we explained before, the term $-(\omega \wedge x) \cdot \nabla u+\omega \wedge u$ is divergence free. The pressure is formally obtained from the problem
Since $(-\Delta)^{-1}$ can be justified as a bounded operator from $\widehat{W}^{-1, q}\left(\mathbb{R}^{3}\right)$ to $\widehat{W}^{1, q}\left(\mathbb{R}^{3}\right)$ we $\|\nabla p\|_{\mathbb{I}} \leq c\|f\|_{1, q}$,

$$
\|f-\nabla p\|_{-1, q} \leq c\|f\|_{-1, q}
$$

This completes the proof of Theorem 1.1.
Proof of Corollary 1.1. From [6] there exists $\alpha \in \mathbb{R}^{3}$ such that
$v=u-\alpha \in L^{s}\left(\mathbb{R}^{3}\right)$, for all $s>1,1 / s \in 1 / q-[1 / 4,1 / 3]$.
$\tilde{L} u^{\prime}:=-\partial_{\theta} u^{\prime}+u^{\perp}$
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#### Abstract

We study the Oseen problem with rotational effect in exterior three-dimensional domains. Using a variational approach we prove existence and uniqueness theorems in anisotropically weighted Sobolev spaces in the whole three-dimensional space. As the main tool we derive and apply an inequality of the Friedrichs-Poincaré type and the theory of Calderon-Zygmund kernels in weighted spaces. For the extension of results to the case of exterior domains we use a localization procedure.


## 1. Introduction.

### 1.1. Formulation of the problem.

In a three-dimensional exterior domain $\Omega \subset \boldsymbol{R}^{3}$, the classical Oseen problem [30] describes the velocity vector $\boldsymbol{v}$ and the associated pressure $\pi$ by a linearized version of the incompressible Navier-Stokes equations as a perturbation of $\boldsymbol{v}_{\infty}$ the velocity at infinity; $\boldsymbol{v}_{\infty}$ is generally assumed to be constant in a fixed direction, say the first axis, $\boldsymbol{v}_{\infty}=\left|\boldsymbol{v}_{\infty}\right| \boldsymbol{e}_{1}$. In the next we denote $\left|\boldsymbol{v}_{\infty}\right|$ by $k$, and we will write the Oseen operator $k \partial_{1} \boldsymbol{v}$. On the other hand it is known that for various flows past a rotating obstacle, the Oseen operator appears with some concrete non-constant coefficient functions, e.g. $\boldsymbol{a}(\boldsymbol{x})=\omega \times \boldsymbol{x}$, where $\omega$ is a given vector, see $[\mathbf{1 7}],[\mathbf{2 9 ]}$; in view of industrial applications $\boldsymbol{a}(\boldsymbol{x})$ can also play the role of an "experimental" known velocity field, see [20].

This paper is devoted to the study of the following problem in $\Omega$ for (nonsolenoidal) vector function $\boldsymbol{u}=\boldsymbol{u}(\boldsymbol{x})$ and scalar function $p=p(\boldsymbol{x})$ :

$$
\begin{align*}
-\nu \Delta \boldsymbol{u}+k \partial_{1} \boldsymbol{u} & -(\omega \times \boldsymbol{x}) \cdot \nabla \boldsymbol{u}+\omega \times \boldsymbol{u}+\nabla p \tag{1.1}
\end{align*}=\boldsymbol{f} \text { in } \Omega
$$
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where $\omega=(\widetilde{\omega}, 0,0)$ is a constant vector, $\nu, k$ and $\widetilde{\omega}$ are some positive constants, and $\boldsymbol{f}=\boldsymbol{f}(\boldsymbol{x})$ a given vector function, $g=g(\boldsymbol{x})$ a given scalar function.

We restrict ourselves to the assumption of compact support of $g$ when $\Omega$ is an exterior domain. The system arises from the Navier-Stokes system modelling viscous fluid around a rotating body which is moving with a given non-zero velocity in the direction of its axis of rotation. An appropriate coordinate transform and a linearization yield in the stationary case equations (1.1) and (1.2), for details see $[\mathbf{3}],[\mathbf{1 7}]$. The third term together with the fourth one (the Coriolis force $\omega \times \boldsymbol{u})$ in (1.1) arise from the influence of rotation of the body.

Let us begin with some comments and relevant process of analysis of the problem (1.1)-(1.4).

- The governing equations of fluid motion are stationary and linear, but in unbounded domains the convective operators, $k \partial_{1}$ and $(\omega \times \boldsymbol{x}) \cdot \nabla$, cannot be treated as perturbations of lower order of the Laplacian.
- The fundamental tensor (similarly as the fundamental tensor to the Oseen problem) exhibits the anisotropic behavior in the three-dimensional space. To reflect the decay properties near the infinity we introduce the following weight functions:

$$
\eta_{\beta}^{\alpha}(\boldsymbol{x})=\eta_{\beta, \varepsilon}^{\alpha, \delta}(\boldsymbol{x})=(1+\delta r)^{\alpha}(1+\varepsilon s)^{\beta}
$$

with $r=r(\boldsymbol{x})=|\boldsymbol{x}|=\left(\sum_{i=1}^{3} x_{i}^{2}\right)^{1 / 2}, \quad s=s(\boldsymbol{x})=r-x_{1}, \quad \boldsymbol{x} \in \boldsymbol{R}^{3}, \quad \varepsilon, \delta>0$, $\alpha, \beta \in \boldsymbol{R}$. Discussing the range of the exponents $\alpha$ and $\beta$, the corresponding weighted spaces $L^{q}\left(\boldsymbol{R}^{3} ; \eta_{\beta}^{\alpha}\right)$ give the appropriate framework to test the solutions to (1.1)-(1.3). This paper is concerned with $q=2$. Let us mention also that $\eta_{\beta}^{\alpha}$ belongs to the Muckenhoupt class $A_{2}$ of weights in $\boldsymbol{R}^{3}$ if $-1<\beta<1$ and $-3<\alpha+\beta<3$.

- In this paper we will prefer the variational approach. To avoid the difficulties with the pressure part of the solution $p$ we solve firstly the problem in $\boldsymbol{R}^{3}$. Using the theory of Calderon-Zygmund integrals in corresponding weighted spaces, we determine the pressure $p$ of the problem in $\boldsymbol{R}^{3}$ to be from the same space as the right-hand side of (1.1). This first step cannot be done directly in an exterior domain. Then we apply the variational approach for the velocity part of the solution.
- For the extension of the results to the case of exterior domains we use the localization procedure, see [22].


### 1.2. Short bibliographical remarks.

The weighted estimates of the solution to the stationary classical Oseen problem were firstly obtained by Finn in 1959, see [9]. The variational approach to the model equation $-\nu \Delta u+k \partial_{1} u=f$ in an exterior domain in anisotropically weighted $L^{2}$-spaces was applied by Farwig, see [1]. The same variational viewpoint has been also applied in [27], [28] by Kračmar and Penel to solve the generic scalar model equation $-\nu \Delta u+k \partial_{1} u-\boldsymbol{a} \cdot \nabla u=f$ with a given nonconstant and, in general, non-solenoidal vector function $\boldsymbol{a}$ in an exterior domain. Both model equations are assumed with boundary conditions $u=0$ on $\partial \Omega$ and $u \rightarrow 0$ as $|x| \rightarrow \infty$.

Another common approach to study the asymptotic properties of the solutions to the Dirichlet problem of the classical steady Oseen flow is the use of the potential theory, i.e. convolutions with Oseen fundamental tensor and its first and second gradients for the velocity (or with the fundamental solution of Laplace equation for the pressure): the $L^{2}$-estimates in anisotropically weighted Sobolev spaces in $\boldsymbol{R}^{3}$ were derived by Farwig [2], the $L^{q}$-estimates in these spaces were proved in $\boldsymbol{R}^{3}$ and $\boldsymbol{R}^{n}$ by Kračmar, Novotný and Pokorný in [25] and [26], respectively. Different approach was used by Kobayashi and Shibata [21].

The fundamental solution to rotating Oseen problem in the time dependent case is known due to Guenther and Thomann, see [32], but, unfortunately, the respective stationary kernel does not seem to be of Calderon-Zygmund type. The Littlewood-Paley decomposition technique offers another approach for an $L^{q}$-analysis: Thus, $L^{q}$-estimates in non-weighted spaces were derived for the rotating Stokes problem by Hishida [17], by Farwig, Hishida, and Müller [5], and for the rotating Oseen problem in $\boldsymbol{R}^{3}$ by Farwig [3], [4]. $L^{q}$-estimates of the pressure and the gradient of the velocity for the exterior Stokes flow around a rotating body without translation were derived in [19]. $L^{q}$-setting with non-integrable righthand side in non-homogeneous case was investigated by Kračmar, Nečasová and Penel in [24]. The Littlewood-Paley decomposition technique for $L^{q}$-weighted estimates with anisotropic weight functions was used by Farwig, Krbec and Nečasová [7], [8].

Another approach based on the use of the non-stationary equations in both the linear and also non-linear cases is proposed by Galdi and Silvestre in [11], [12], [13], [14]. The last paper showed the existence of the wake region for the Navier-Stokes flow for small data.

We would like also to mention that the problem was solved by the semigroup theory in $L^{2}$-setting in particular by Hishida [18], and then the respective results were extended to $L^{q}$ case by Geissert, Heck and Hieber [15].

### 1.3. Basic notations and elementary properties.

Let us outline our notations. Let $\mathscr{S}^{\prime}$ be the space of the moderate distributions in $\boldsymbol{R}^{3}$. Let $\Omega$ be an exterior domain with a boundary of the class $\mathscr{C}^{2}$, and

$$
\widehat{W}^{m, q}(\Omega)=\left\{u \in L_{l o c}^{1}(\Omega): \quad D^{l} u \in L^{q}(\Omega), \quad|l|=m\right\}
$$

with the seminorm $|u|_{m, q}=\left(\sum_{|| |=m} \int_{\Omega}|u|^{q}\right)^{1 / q}$. It is known that $\widehat{W}^{m, q}(\Omega)$ is a Banach space (and if $q=2$ the space $\widehat{H}^{m}(\Omega)=\widehat{W}^{m, 2}(\Omega)$ a Hilbert space), provided we identify two functions $u_{1}, u_{2}$ whenever $\left|u_{1}-u_{2}\right|_{m, q}=0$, i.e. $u_{1}, u_{2}$ differ (at most) on a polynomial of the degree $m-1$. As usual, we denote by $\widehat{W}_{0}^{m, q}(\Omega)$ the closure of $C_{0}^{\infty}(\Omega)$ in $\widehat{W}^{m, q}(\Omega)$.

Let $\left(L^{2}(\Omega ; w)\right)^{3}$ be the set of measurable vector functions $\boldsymbol{f}=\left(f_{1}, f_{2}, f_{3}\right)$ in $\Omega$ such that

$$
\|\boldsymbol{f}\|_{2, \Omega ; w}^{2}=\int_{\Omega}|\boldsymbol{f}|^{2} w d \boldsymbol{x}<\infty
$$

We will use the notation $L_{\alpha, \beta}^{2}(\Omega)$ instead of $\left(L^{2}\left(\Omega ; \eta_{\beta}^{\alpha}\right)\right)^{3}$ and $\|\cdot\|_{2, \alpha, \beta}$ instead of $\|\cdot\|_{\left(L^{2}\left(\Omega ; \eta_{\beta}^{\alpha}\right)\right)^{3}}$. Let us define the weighted Sobolev space $\boldsymbol{H}^{1}\left(\Omega ; \eta_{\beta_{0}}^{\alpha_{0}}, \eta_{\beta_{1}}^{\alpha_{1}}\right)$ as the set of functions $\boldsymbol{u} \in \boldsymbol{L}_{\alpha_{0}, \beta_{0}}^{2}(\Omega)$ with the weak derivatives $\partial_{i} \boldsymbol{u} \in \boldsymbol{L}_{\alpha_{1}, \beta_{1}}^{2}(\Omega)$. The norm of $\boldsymbol{u} \in \boldsymbol{H}^{1}\left(\Omega ; \eta_{\beta_{0}}^{\alpha_{0}}, \eta_{\beta_{1}}^{\alpha_{1}}\right)$ is given by

$$
\|\boldsymbol{u}\|_{\boldsymbol{H}^{1}\left(\Omega ; \eta_{\beta_{0}}^{\alpha_{0}}, \eta_{\beta_{1}}^{\alpha_{1}}\right)}=\left(\int_{\Omega}|\boldsymbol{u}|^{2} \eta_{\beta_{0}}^{\alpha_{0}} d \boldsymbol{x}+\int_{\Omega}|\nabla \boldsymbol{u}|^{2} \eta_{\beta_{1}}^{\alpha_{1}} d \boldsymbol{x}\right)^{1 / 2}
$$

As usual, $\stackrel{\circ}{\boldsymbol{H}}^{1}\left(\Omega ; \eta_{\beta_{0}}^{\alpha_{0}}, \eta_{\beta_{1}}^{\alpha_{1}}\right)$, will be the closure of $\boldsymbol{C}_{0}^{\infty}(\Omega)$ in $\boldsymbol{H}^{1}\left(\Omega ; \eta_{\beta_{0}}^{\alpha_{0}}, \eta_{\beta_{1}}^{\alpha_{1}}\right)$, where $\boldsymbol{C}_{0}^{\infty}(\Omega)$ is $\left(C_{0}^{\infty}(\Omega)\right)^{3}$, and $\boldsymbol{H}^{1}\left(\bar{\Omega} ; \eta_{\beta_{0}}^{\alpha_{0}}, \eta_{\beta_{1}}^{\alpha_{1}}\right)$ will be the closure of $\boldsymbol{C}_{0}^{\infty}(\bar{\Omega})$ in $\boldsymbol{H}^{1}\left(\Omega ; \eta_{\beta_{0}}^{\alpha_{0}}, \eta_{\beta_{1}}^{\alpha_{1}}\right)$.

For simplicity, we shall use the following abbreviations:

$$
\begin{array}{ccc}
\boldsymbol{L}_{\alpha, \beta}^{2}(\Omega) & \text { instead of } & \left(L^{2}\left(\Omega ; \eta_{\beta}^{\alpha}\right)\right)^{3} \\
\|\cdot\|_{2, \alpha, \beta ; \Omega} & \text { instead of } & \|\cdot\|_{\left(L^{2}\left(\Omega ; \eta_{\beta}^{\alpha}\right)\right)^{3}} \\
\stackrel{\circ}{\boldsymbol{H}}_{\alpha, \beta}^{1}(\Omega) & \text { instead of } & \stackrel{\circ}{\boldsymbol{H}}\left(\Omega ; \eta_{\beta-1}^{\alpha-1}, \eta_{\beta}^{\alpha}\right) \\
\boldsymbol{V}_{\alpha, \beta}(\Omega) & \text { instead of } & \stackrel{\circ}{\boldsymbol{H}^{1}}\left(\Omega ; \eta_{\beta}^{\alpha-1}, \eta_{\beta}^{\alpha}\right) \\
\boldsymbol{V}_{\alpha, \beta}(\bar{\Omega}) & \text { instead of } & \stackrel{\circ}{\boldsymbol{H}^{1}\left(\bar{\Omega} ; \eta_{\beta}^{\alpha-1}, \eta_{\beta}^{\alpha}\right) .}
\end{array}
$$

We shall use these last two Hilbert spaces for $\alpha \geq 0, \beta>0, \alpha+\beta<3$. If no confusion can occur, we omit the domain in the notation of the norm $\|\cdot\|_{2, \alpha, \beta ; \Omega}$. The notation $\boldsymbol{H}^{1}(\Omega)$ and $\stackrel{\circ}{\boldsymbol{H}}^{1}(\Omega)$ mean, as usual, the non-weighted spaces $\left(H^{1}(\Omega ; 1,1)\right)^{3}$ and $\left(\stackrel{\circ}{H}^{1}(\Omega ; 1,1)\right)^{3}$, respectively. As usual, omitting the domain $\Omega$ in the notation of spaces will indicate that $\Omega=\boldsymbol{R}^{3}$, so e.g. $\boldsymbol{H}^{1}=\boldsymbol{H}^{1}\left(\boldsymbol{R}^{3}\right)$.

Concerning the weight functions $\eta_{\beta}^{\alpha}$, we will use two notations $\eta_{\beta}^{\alpha}(x)$ and $\eta_{\beta, \varepsilon}^{\alpha, \delta}(x)$ taking the advantages of the following remark:

REMARK 1.1. Let us note that for $\eta_{\beta, \varepsilon}^{\alpha, \delta}$ and for any $\delta_{1}, \delta_{2}, \varepsilon_{1}, \varepsilon_{2}>0$ one has

$$
c_{\min } \cdot \eta_{\beta, \varepsilon_{2}}^{\alpha, \delta_{2}} \leq \eta_{\beta, \varepsilon_{1}}^{\alpha, \delta_{1}} \leq c_{\max } \cdot \eta_{\beta, \varepsilon_{2}}^{\alpha, \delta_{2}},
$$

$c_{\text {min }}=\min \left(1,\left(\delta_{1} / \delta_{2}\right)^{\alpha}\right) \cdot \min \left(1,\left(\varepsilon_{1} / \varepsilon_{2}\right)^{\beta}\right), \quad c_{\max }=\max \left(1,\left(\delta_{1} / \delta_{2}\right)^{\alpha}\right) \cdot \max \left(1,\left(\varepsilon_{1} / \varepsilon_{2}\right)^{\beta}\right)$. The parameters $\delta$ and $\varepsilon$ are useful to re-scale separately the isotropic and anisotropic parts of the weight function $\eta_{\beta}^{\alpha}$.

We also use the notation of sets $B_{R}=\left\{\boldsymbol{x} \in \boldsymbol{R}^{3} ;|\boldsymbol{x}| \leq R\right\}, \quad B^{R}=$ $\left\{\boldsymbol{x} \in \boldsymbol{R}^{3} ;|\boldsymbol{x}| \geq R\right\}, \Omega_{R}=B_{R} \cap \Omega, \Omega^{R}=B^{R} \cap \Omega, B_{R_{2}}^{R_{1}}=B^{R_{1}} \cap B_{R_{2}}, \Omega_{R_{2}}^{R_{1}}=B_{R_{2}}^{R_{1}} \cap \Omega$, for positive numbers $R, R_{1}, R_{2}$.

### 1.4. Main results.

In the first part of the paper (chapters 2-4) we study the problem in $\boldsymbol{R}^{3}$. Let us assume for a moment that pressure $p$ is known. In solving the problem (1.1)(1.3) with respect to $\boldsymbol{u}$ and $p$ by means of a pure variational approach, we shall deal with the following equation:

$$
\begin{align*}
& \nu \int_{\boldsymbol{R}^{3}}|\nabla \boldsymbol{u}|^{2} w d \boldsymbol{x}+\nu \int_{\boldsymbol{R}^{3}}(\boldsymbol{u} \cdot \nabla) \boldsymbol{u} \cdot \nabla w d \boldsymbol{x}-\frac{k}{2} \int_{\boldsymbol{R}^{3}}|\boldsymbol{u}|^{2} \partial_{1} w d \boldsymbol{x} \\
& \quad-\frac{1}{2} \int_{\boldsymbol{R}^{3}}|\boldsymbol{u}|^{2} \operatorname{div}(w[\omega \times \boldsymbol{x}]) d \boldsymbol{x}=\int_{\boldsymbol{R}^{3}} \boldsymbol{f} \cdot \boldsymbol{u} w d \boldsymbol{x}-\int_{\boldsymbol{R}^{3}} \nabla p \cdot \boldsymbol{u} w d \boldsymbol{x} \tag{1.5}
\end{align*}
$$

as we get integrating formally the product of (1.1) by $w \boldsymbol{u}$ with $w$ an appropriate weight function. First, let us note that $\operatorname{div}\left(\eta_{\beta}^{\alpha}[\omega \times x]\right)$ equals zero for $w=\eta_{\beta}^{\alpha}$. The left hand side can be estimated from below by:

$$
\begin{equation*}
\frac{\nu}{2} \int_{\boldsymbol{R}^{3}}|\nabla \boldsymbol{u}|^{2} w d \boldsymbol{x}+\frac{1}{2} \int_{\boldsymbol{R}^{3}}|\boldsymbol{u}|^{2}\left(-\nu|\nabla w|^{2} / w-k \partial_{1} w\right) d \boldsymbol{x} \tag{1.6}
\end{equation*}
$$

Because the term $-\nu|\nabla w|^{2} / w-k \partial_{1} w$ is known explicitly, we have the possibility to evaluate it from below by a small negative quantity in the form $-C \eta_{\beta-1}^{\alpha-1}$ without any constraint in $s(\cdot)$ (see Lemma 2.5).

An improved weighted Friedrichs-Poincaré type inequality in $\stackrel{\circ}{\boldsymbol{H}}_{\alpha, \beta}^{1}$ is necessary. The obtained inequality allows us to compensate by the viscous Dirichlet integral the "small" negative contribution in the second integral of (1.6). We finally prove the existence of a weak solution (1.1)-(1.3) in $\boldsymbol{V}_{\alpha, \beta}$ by the LaxMilgram theorem.

The main results of the first part of the paper can be summarized in the following theorems (parameters $\alpha, \beta, \delta, \varepsilon$ are specified in Section 1.3):

THEOREM 1.2. Let $\beta>0$. There are positive constants $R_{0}, c_{0}, c_{1}$ depending on $\alpha, \beta, \delta, \varepsilon$ (explicit expressions of these constants are given by Lemma 2.3, essentially $c_{0}=O\left(\varepsilon^{-2}+\delta^{-2}\right)$ and $c_{1}=O\left(\varepsilon^{-1} \delta^{-1}\right)$ for $\delta$ and $\varepsilon$ tending to zero) such that for all $\boldsymbol{v} \in \stackrel{\circ}{\boldsymbol{H}}_{\alpha, \beta}^{1}$

$$
\begin{equation*}
\|\boldsymbol{v}\|_{2, \alpha-1, \beta-1}^{2} \leq c_{0} \int_{B_{R_{0}}}|\nabla \boldsymbol{v}|^{2} \eta_{\beta}^{\alpha} d \boldsymbol{x}+c_{1} \int_{B^{R_{0}}}|\nabla \boldsymbol{v}|^{2} \eta_{\beta}^{\alpha} d \boldsymbol{x} \tag{1.7}
\end{equation*}
$$

Theorem 1.3 (Existence and uniqueness). Let $0<\beta \leq 1,0 \leq \alpha<y_{1} \beta$, $\boldsymbol{f} \in \boldsymbol{L}_{\alpha+1, \beta}^{2}, g \in H_{\text {loc }}^{1}$ such that $\nu \nabla g-k g \boldsymbol{e}_{1}+g(\omega \times \boldsymbol{x}) \in L_{\alpha+1, \beta}^{2} ; y_{1}$ will be given in Lemma 4.3. Then there exists a unique weak solution $\{\boldsymbol{u}, p\}$ of the problem (1.1)(1.3) such that $\boldsymbol{u} \in \boldsymbol{V}_{\alpha, \beta}, p \in L_{\alpha, \beta-1}^{2}, \nabla p \in \boldsymbol{L}_{\alpha+1, \beta}^{2}$ and

$$
\begin{aligned}
& \|\boldsymbol{u}\|_{2, \alpha-1, \beta}+\|\nabla \boldsymbol{u}\|_{2, \alpha, \beta}+\|p\|_{2, \alpha, \beta-1}+\|\nabla p\|_{2, \alpha+1, \beta} \\
& \quad \leq C\left(\|\boldsymbol{f}\|_{2, \alpha+1, \beta}+\left\|\nu \nabla g-k g \boldsymbol{e}_{1}+g(\omega \times \boldsymbol{x})\right\|_{2, \alpha+1, \beta}\right) .
\end{aligned}
$$

In the second part of the paper (chapters 5, 6) we extend the results of the first part onto exterior domains.

THEOREM 1.4. Let $\Omega \subset \boldsymbol{R}^{3}$ be an exterior domain and $0<\beta \leq 1$, $0 \leq \alpha<y_{1} \cdot \beta ; y_{1}$ is given in Lemma 4.3, $\boldsymbol{f} \in \boldsymbol{L}_{\alpha+1, \beta}^{2}(\Omega), g \in \stackrel{\circ}{H^{1}}(\Omega)$ with $\operatorname{supp} g=$ $K \subset \subset \Omega$ and $\int_{\Omega} g d \boldsymbol{x}=0$. Then there exists a weak solution $\{\boldsymbol{u}, p\}$ of the problem (1.1)-(1.4) such that $\boldsymbol{u} \in \boldsymbol{V}_{\alpha, \beta}(\bar{\Omega}), p \in L_{\alpha, \beta-1}^{2}(\Omega), \nabla p \in \boldsymbol{L}_{\alpha+1, \beta}^{2}(\Omega)$ and

$$
\begin{aligned}
& \|\boldsymbol{u}\|_{2, \alpha-1, \beta}+\|\nabla \boldsymbol{u}\|_{2, \alpha, \beta}+\|p\|_{2, \alpha, \beta-1}+\|\nabla p\|_{2, \alpha+1, \beta} \\
& \quad \leq C\left(\|\boldsymbol{f}\|_{2, \alpha+1, \beta}+\|g\|_{1,2}+\omega^{2}+\omega+k^{2}+k\right) .
\end{aligned}
$$

REmARK 1.5. Concerning $\partial_{1} \boldsymbol{u}$ and $\nabla \boldsymbol{u}$, our analysis did not catch any difference in the dependence of the parameters $\alpha$ and $\beta$. The reason appears inside the proofs of the Theorems 1.3 and 1.4 when we ask for the coercivity of the
bilinear form $\widetilde{Q}(\cdot, \cdot)$, testing equation (4.20) by $\boldsymbol{u} \eta_{\beta}^{\alpha}$. On the other hand, we have no heuristic argument for not expecting better decay behavior of $\partial_{1} \boldsymbol{u}$ like $\nabla p$ as in Farwig's result, see [2].

REMARK 1.6. The important feature of the Friedrichs-Poincare type inequality is that we are able to evaluate its coefficients, precisely expressed in Lemma 2.3 separately near the obstacle and far from the obstacle.

REmark 1.7. For $\alpha>0$, using these coefficients, negative values of the function $F_{\alpha, \beta}(\cdot, \cdot)$ defined by the formula (2.13) can be compensated by the viscous Dirichlet integral; this analysis was not required in [2] because $F_{\alpha, \beta}(\cdot, \cdot)$ is positive when $\alpha<0$.

REMARK 1.8. The previous compensation cannot be associated with a large interval of positive values for $\alpha$ : So, we receive the technical condition $\alpha / \beta<y_{1}$. Using other type of weight functions characterized by some parameters, one can get another technical condition on these parameters.

Remark 1.9. We can improve the result from Theorem 1.4 removing the assumptions on $g$ relative to its compact support and to its zero mean value: This will be the partial subject of a forthcoming paper. In the present paper, we have decided to use simply the approach by Girault-Raviart (see Subsection 6.1) and the standard Bogovski's lemma in bounded domains, to get finally Corollary 6.7.

## 2. Friedrichs-Poincaré inequality.

In this section we derive an inequality of the Friedrichs-Poincaré type in weighted Sobolev spaces. We also recall some necessary technical assertions, for more details see Kračmar and Penel [27].

Proposition 2.1. For arbitrary $\alpha, \beta \geq 0$ and $\boldsymbol{x} \in \boldsymbol{R}^{3}, \boldsymbol{x} \neq \mathbf{0}$ :

$$
\Delta \eta_{\beta}^{\alpha}(\boldsymbol{x}) \geq 2 \beta \min (1, \beta) \varepsilon \delta \eta_{\beta-1}^{\alpha-1}(\boldsymbol{x})
$$

Proof. We introduce $\beta^{*}=\min (\beta, 1)$ in an explicit expression of $\Delta \eta_{\beta}^{\alpha}$ :

$$
\begin{aligned}
\Delta \eta_{\beta}^{\alpha}= & \left\{\left(\alpha^{2} \delta^{2} \frac{1+\varepsilon s}{1+\delta r}-\alpha \delta^{2} \frac{1+\varepsilon s}{1+\delta r}\right)+2 \alpha \beta \delta \varepsilon \frac{s}{r}\right. \\
& +2 \beta(\beta-1) \frac{\varepsilon}{r}(1+\delta r) \frac{\varepsilon s}{1+\varepsilon s} \\
& \left.+2 \alpha \delta^{2}(1+\varepsilon s) \frac{1}{\delta r}+\left(1-\beta^{*}+\beta^{*}\right) 2 \beta \frac{\varepsilon}{r}(1+\delta r)\right\} \eta_{\beta-1}^{\alpha-1}
\end{aligned}
$$

for $r>0$. We denote the five terms in $\left\}\right.$ by $T_{1}, T_{2}, \ldots, T_{5}$, and overwrite the previous relation as $\Delta \eta_{\beta}^{\alpha}=\left\{\left[T_{1}+T_{4}\right]+T_{2}+\left[T_{3}+\left(1-\beta^{*}\right) T_{5}\right]+\beta^{*} T_{5}\right\} \eta_{\beta-1}^{\alpha-1}$. Observing that $T_{5} \geq 2 \beta \varepsilon \delta$, the proposition is trivial.

Proposition 2.2. Let $\alpha \geq 0, \beta \geq 0, \delta>0, \varepsilon>0$ and $\kappa>1$. Then for $\boldsymbol{x} \in \boldsymbol{R}^{3},|\boldsymbol{x}| \geq\left|\delta^{-1}-(2 \varepsilon)^{-1}\right|(\kappa-1)^{-1}:$

$$
\begin{equation*}
\left|\nabla \eta_{\beta}^{\alpha}(\boldsymbol{x})\right|^{2} \leq 2 \kappa \delta \varepsilon(\alpha+\beta)^{2}\left(\eta_{\beta-1 / 2}^{\alpha-1 / 2}(\boldsymbol{x})\right)^{2} . \tag{2.8}
\end{equation*}
$$

Let $\alpha \geq 0, \beta \geq 0, \delta>0, \varepsilon>0$ and $(\beta-\alpha)(2 \varepsilon-\delta) \geq 0$. Then for $\boldsymbol{x} \in \boldsymbol{R}^{3}$, $\boldsymbol{x} \neq 0$ :

$$
\begin{equation*}
\left|\nabla \eta_{\beta}^{\alpha}(\boldsymbol{x})\right|^{2} \leq(\alpha \delta+2 \beta \varepsilon)^{2}\left(\eta_{\beta-1 / 2}^{\alpha-1 / 2}(\boldsymbol{x})\right)^{2} \tag{2.9}
\end{equation*}
$$

Proof. If $\beta=0$ and $\alpha=0$ then both inequalities (2.8) and (2.9) are valid. Let us concentrate on the nontrivial cases:

For $r>0, s \in[0,2 r]$, we have that $\partial g / \partial s>0$, where $g$ is a function defined by relations:

$$
\begin{aligned}
\left|\nabla \eta_{\beta}^{\alpha}(\boldsymbol{x})\right|^{2} & =g(s(\boldsymbol{x}), r(\boldsymbol{x}))\left(\eta_{\beta-1 / 2}^{\alpha-1 / 2}(\boldsymbol{x})\right)^{2} \\
g(s, r) & \equiv \alpha^{2} \delta^{2}\left(\frac{1+\varepsilon s}{1+\delta r}\right)+2 \alpha \beta \delta \varepsilon \frac{s}{r}+2 \beta^{2} \varepsilon^{2}\left(\frac{1+\delta r}{1+\varepsilon s}\right) \frac{s}{r}
\end{aligned}
$$

So, $g(s, r)$ is increasing as a function of $s$ and

$$
\begin{align*}
G(r) & \equiv \max _{s \in[0,2 r]} g(s, r)=g(2 r, r) \\
& =\alpha^{2} \delta^{2} \frac{1+2 \varepsilon r}{1+\delta r}+4 \alpha \beta \delta \varepsilon+4 \beta^{2} \varepsilon^{2} \frac{1+\delta r}{1+2 \varepsilon r} \leq 2 \kappa(\alpha+\beta)^{2} \delta \varepsilon \tag{2.10}
\end{align*}
$$

for $\kappa>1$ and $r \geq\left|\delta^{-1}-(2 \varepsilon)^{-1}\right|(\kappa-1)^{-1}$. So, inequality (2.8) is proved.
To justify the second inequality (2.9), we observe that for the given values of $\alpha, \beta, \delta, \varepsilon$ and for $r>0, G(r) \leq G(0)$.

Next we derive an inequality of the Friedrichs-Poincaré type in the space $\stackrel{\circ}{H}_{\alpha, \beta}^{1}$. It is necessary for our aim to get expressions of constants in this inequality. It follows from Proposition 2.1.

Lemma 2.3. Let $\alpha \geq 0, \beta>0, \alpha+\beta<3, \kappa>1$. Let $\delta$ and $\varepsilon_{0}$ be arbitrary positive constants, such that $(\beta-\alpha)(2 \varepsilon-\delta) \geq 0$. Then for all $\boldsymbol{u} \in \stackrel{\circ}{\boldsymbol{H}_{\alpha, \beta}^{1}}$

$$
\begin{equation*}
\|\boldsymbol{u}\|_{2, \alpha-1, \beta-1}^{2} \leq c_{0}\left\|\nabla \boldsymbol{u}\left|B_{R_{0}}\left\|_{2, \alpha, \beta}^{2}+c_{1}\right\| \nabla \boldsymbol{u}\right| B^{R_{0}}\right\|_{2, \alpha, \beta}^{2} \tag{2.11}
\end{equation*}
$$

where $c_{0}=\left[(\alpha \delta+2 \beta \varepsilon) /\left(\beta \beta^{*} \delta \varepsilon\right)\right]^{2}, \quad c_{1}=[(2 \kappa) /(\delta \varepsilon)] \cdot\left[(\alpha+\beta) /\left(\beta \beta^{*}\right)\right]^{2} \quad$ and $\quad R_{0} \geq$ $\left|\delta^{-1}-(2 \varepsilon)^{-1}\right|(\kappa-1)^{-1}$.

Remark 2.4. Let us observe that if additionally $\delta<2 \varepsilon$ and $1<\kappa \leq$ $2 \varepsilon / \delta+\delta /(2 \varepsilon)-1$ then $c_{0} \geq c_{1}$.

Proof of Lemma 2.3. Due to the density of $\boldsymbol{C}_{0}^{\infty}$ in $\stackrel{\circ}{\boldsymbol{H}}_{\alpha, \beta}^{1}$ it is sufficient to prove the inequality for all $\boldsymbol{u} \in \boldsymbol{C}_{0}^{\infty}$. From Proposition 2.1 it follows that for $\boldsymbol{v} \in \boldsymbol{C}_{0}^{\infty}$

$$
\begin{aligned}
2 \beta \beta^{*} & \delta \varepsilon \int_{\boldsymbol{R}^{3} \backslash B_{\rho}} \boldsymbol{v}^{2} \eta_{\beta-1}^{\alpha-1} d \boldsymbol{x} \leq \int_{\boldsymbol{R}^{3} \backslash B_{\rho}} \boldsymbol{v}^{2} \Delta \eta_{\beta}^{\alpha} d \boldsymbol{x} \\
\quad= & -2 \int_{\boldsymbol{R}^{3} \backslash B_{\rho}}(\boldsymbol{v} \cdot \nabla) \boldsymbol{v} \cdot \nabla \eta_{\beta}^{\alpha} d \boldsymbol{x}+\int_{\partial B_{\rho}} \boldsymbol{v}^{2} \nabla \eta_{\beta}^{\alpha} \cdot \boldsymbol{n} d S \\
\leq & \beta \beta^{*} \delta \varepsilon \int_{\boldsymbol{R}^{3} \backslash B_{\rho}} \boldsymbol{v}^{2} \eta_{\beta-1}^{\alpha-1} d \boldsymbol{x}+\frac{1}{\beta \beta^{*} \delta \varepsilon} \int_{\boldsymbol{R}^{3} \backslash B_{\rho}}|\nabla \boldsymbol{v}|^{2}\left|\nabla \eta_{\beta}^{\alpha}\right|^{2} \eta_{-\beta+1}^{-\alpha+1} d \boldsymbol{x} \\
& +\int_{\partial B_{\rho}} \boldsymbol{v}^{2} \nabla \eta_{\beta}^{\alpha} \cdot \boldsymbol{n} d S .
\end{aligned}
$$

Hence, because the surface integral is a value of the order $O\left(\rho^{2}\right)$, we have:

$$
\begin{equation*}
\beta \beta^{*} \delta \varepsilon \int_{\boldsymbol{R}^{3}} \boldsymbol{v}^{2} \eta_{\beta-1}^{\alpha-1} d \boldsymbol{x} \leq \frac{1}{\beta \beta^{*} \delta \varepsilon} \int_{\boldsymbol{R}^{3}}|\nabla \boldsymbol{v}|^{2}\left|\nabla \eta_{\beta}^{\alpha}\right|^{2} \eta_{-\beta+1}^{-\alpha+1} d \boldsymbol{x} . \tag{2.12}
\end{equation*}
$$

By means of the Cauchy-Schwarz inequality and from Proposition 2.2 with $R_{0} \geq$ $\left|\delta^{-1}-(2 \varepsilon)^{-1}\right| /(\kappa-1)$ we finally get (2.11).

We will need some technical lemmas. Let us define $F_{\alpha, \beta}(s, r)$ by the relation:

$$
\begin{equation*}
F_{\alpha, \beta}(s, r) \cdot \eta_{\beta-1}^{\alpha-1} \equiv-\nu\left|\nabla \eta_{\beta}^{\alpha}\right|^{2} / \eta_{\beta}^{\alpha}-k \partial_{1} \eta_{\beta}^{\alpha} . \tag{2.13}
\end{equation*}
$$

The following lemma gives the evaluation of $F_{\alpha, \beta}(s, r)$ from below.
Lemma 2.5. Let $0 \leq \alpha<\beta, \kappa>1,0<\varepsilon \leq(1 /(2 \kappa)) \cdot(k / \nu) \cdot\left((\beta-\alpha) / \beta^{2}\right)$ and $\delta, \nu, k>0$. Then

$$
\begin{equation*}
F_{\alpha, \beta}(s, r)-\left(1-\kappa^{-1}\right) k \delta \varepsilon(\beta-\alpha) s \geq-\alpha \delta k\left(1+\nu k^{-1} \alpha \delta\right) \tag{2.14}
\end{equation*}
$$

for all $r>0$ and $s \in[0,2 r]$.
Proof. Expressing the function $F_{\alpha, \beta}(s, r)$ explicitly we get:

$$
\begin{aligned}
F_{\alpha, \beta}(s, r)= & -\nu \alpha^{2} \delta^{2}\left(\frac{1+\varepsilon s}{1+\delta r}\right)-2 \nu \alpha \beta \delta \varepsilon \frac{s}{r}-2 \nu \beta^{2} \varepsilon^{2}\left(\frac{1+\delta r}{1+\varepsilon s}\right) \frac{s}{r} \\
& -k \alpha \delta(1+\varepsilon s) \frac{r-s}{r}+k \beta \varepsilon(1+\delta r) \frac{s}{r}
\end{aligned}
$$

For convenient use we subtract $\left(1-\kappa^{-1}\right) k \delta \varepsilon(\beta-\alpha) s$ from $F_{\alpha, \beta}(s, r)$. We observe (see Appendix A) that, for the given $\alpha, \beta, \varepsilon, \kappa$, for all $\delta, \nu, k>0$ and for $r>0$, $F_{\alpha, \beta}(s, r)-\left(1-\kappa^{-1}\right) k \delta \varepsilon(\beta-\alpha) s \geq F_{\alpha, \beta}(0, r)$, which immediately gives inequality (2.14).

## 3. Uniqueness in $R^{3}$.

In this section, we will start with the question about the unique weak solvability of the problem (1.1)-(1.3) in $\Omega=\boldsymbol{R}^{3}$. The presented approach will be also used in the next section, in the proof of existence of a solution verifying solenoidality of the constructed function $\boldsymbol{u}$.

Theorem 3.1 (Uniqueness in $\boldsymbol{R}^{3}$ ). Let $\{\boldsymbol{u}, p\}$ be a distributional solution of the problem (1.1)-(1.3) with $\boldsymbol{f}=\mathbf{0}, g=0$ such that $\boldsymbol{u} \in \widehat{\boldsymbol{H}}_{0}^{1,2}$ and $p \in L_{\text {loc }}^{2}$. Then $\boldsymbol{u}=\mathbf{0}$ and $p=$ const.

Proof. From the condition $\boldsymbol{u} \in \widehat{\boldsymbol{H}}_{0}^{1,2}$ we get $\nabla \boldsymbol{u} \in \boldsymbol{L}^{2}, \boldsymbol{u} \in \boldsymbol{L}^{6}, \boldsymbol{u} \in \mathscr{S}^{\prime}$. Because $\operatorname{div}((\omega \times \boldsymbol{x}) \cdot \nabla \boldsymbol{u}-\omega \times \boldsymbol{u})=(\omega \times \boldsymbol{x}) \cdot \nabla \operatorname{div} \boldsymbol{u}=0$, we have $\Delta p=0$. Hence, applying Laplacian and the Fourier transform we get

$$
\begin{gathered}
\Delta\left(-\nu \Delta \boldsymbol{u}+k \partial_{1} \boldsymbol{u}-(\omega \times \boldsymbol{x}) \cdot \nabla \boldsymbol{u}+\omega \times \boldsymbol{u}\right)=\mathbf{0}, \\
|\xi|^{2}\left(\nu|\xi|^{2} \widehat{\boldsymbol{u}}+i k \xi_{1} \widehat{\boldsymbol{u}}-(\omega \times \xi) \cdot \nabla_{\xi} \widehat{\boldsymbol{u}}+\omega \times \widehat{\boldsymbol{u}}\right)=\mathbf{0} \quad \text { in } \mathscr{S}^{\prime} .
\end{gathered}
$$

Assuming the equation in cylindrical coordinates $\left(\xi_{1}, \rho, \varphi\right)$, and denoting $T(\varphi) \widehat{\boldsymbol{v}}=\widehat{\boldsymbol{u}}\left(\xi_{1}, \rho, \varphi\right)$, where

$$
T(\varphi)=\left[\begin{array}{ccc}
1, & 0, & 0 \\
0, & \cos (\varphi), & -\sin (\varphi) \\
0, & \sin (\varphi), & \cos (\varphi)
\end{array}\right]
$$

we get

$$
\begin{equation*}
|\xi|^{2}\left\{-\partial_{\varphi} \widehat{\boldsymbol{v}}+\left[(\nu / \widetilde{\omega})|\xi|^{2}+i(k / \widetilde{\omega}) \xi_{1}\right] \widehat{\boldsymbol{v}}\right\}=\mathbf{0} \quad \text { in } \mathscr{S}^{\prime} \tag{3.15}
\end{equation*}
$$

We will show that from this equation it follows that supp $\widehat{\boldsymbol{v}} \subset\{0\}$, and due to the definition of $\widehat{\boldsymbol{v}}$ we will have also supp $\widehat{\boldsymbol{u}} \subset\{\mathbf{0}\}$. This means that $\boldsymbol{u}$ is a polynomial of $x_{1}, x_{2}, x_{3}$. Because $\boldsymbol{u} \in \boldsymbol{L}^{6}$ we get $\boldsymbol{u}=0$. Substituting into (1.1) we get $\nabla p=0$ and $p=$ const.

So, we have to prove that for an arbitrary real vector function $\Psi \in$ $\boldsymbol{C}_{0}^{\infty}\left(\boldsymbol{R}^{3} \backslash\{\mathbf{0}\}\right)$ defined for $\left[\xi_{1}, \xi_{2}, \xi_{3}\right] \in \boldsymbol{R}^{3}$ we have $\langle\widehat{\boldsymbol{v}}, \Psi\rangle=0$. If for each $\Psi \in$ $\boldsymbol{C}_{0}^{\infty}\left(\boldsymbol{R}^{3} \backslash\{\mathbf{0}\}\right)$ there is a function $\Phi \in \boldsymbol{C}_{0}^{\infty}\left(\boldsymbol{R}^{3} \backslash\{\mathbf{0}\}\right)$ such that

$$
\begin{equation*}
\partial_{\varphi}\left(|\xi|^{2} \Phi\right)+\left[(\nu / \widetilde{\omega})|\xi|^{2}+i(k / \widetilde{\omega}) \xi_{1}\right]\left(|\xi|^{2} \Phi\right)=\Psi \tag{3.16}
\end{equation*}
$$

then from (3.15) it follows:

$$
\begin{aligned}
0 & \left.=\left.\langle | \xi\right|^{2}\left\{-\partial_{\varphi} \widehat{\boldsymbol{v}}+\left[(\nu / \widetilde{\omega})|\xi|^{2}+i(k / \widetilde{\omega}) \xi_{1}\right] \widehat{\boldsymbol{v}}\right\}, \Phi\right\rangle \\
& =\left\langle\widehat{\boldsymbol{v}}, \partial_{\varphi}\left(|\xi|^{2} \Phi\right)+\left[(\nu / \widetilde{\omega})|\xi|^{2}+i(k / \widetilde{\omega}) \xi_{1}\right]\left(|\xi|^{2} \Phi\right)\right\rangle=\langle\widehat{\boldsymbol{v}}, \Psi\rangle .
\end{aligned}
$$

Hence, the proof of $\operatorname{supp} \widehat{\boldsymbol{v}} \subset\{0\}$ is reduced to the solvability of (3.16). First we note that it is sufficient to solve the equation

$$
\begin{equation*}
\partial_{\varphi} \zeta+\left((\nu / \widetilde{\omega})|\xi|^{2}+i(k / \widetilde{\omega}) \xi_{1}\right) \zeta=\Psi \tag{3.17}
\end{equation*}
$$

because the division on the expression $|\xi|^{2}$ defines the one-to-one correspondence of the space $\boldsymbol{C}_{0}^{\infty}\left(\boldsymbol{R}^{3} \backslash\{\mathbf{0}\}\right)$ onto $\boldsymbol{C}_{0}^{\infty}\left(\boldsymbol{R}^{3} \backslash\{\mathbf{0}\}\right)$.

Let us analyze the equation (3.17) in cylindrical coordinates [ $\xi_{1}, \rho, \varphi$ ], where $\rho=\left(\xi_{2}^{2}+\xi_{3}^{2}\right)^{1 / 2}$. For an arbitrary real vector function $\Psi \in \boldsymbol{C}_{0}^{\infty}\left(\boldsymbol{R}^{3} \backslash\{\mathbf{0}\}\right)$ defined for $\left[\xi_{1}, \xi_{2}, \xi_{3}\right] \in \boldsymbol{R}^{3} \quad$ we define $f(t):=\Psi\left(\xi_{1}, \rho \cos t, \rho \sin t\right), \quad a:=(\nu / \widetilde{\omega})|\xi|^{2}+$ $i(k / \widetilde{\omega}) \xi_{1}$, assuming $\widetilde{\omega}>0$.

Now, we will use the following technical proposition about the existence of a solution of an ordinary differential equation in a space of periodical functions (and later also in the proof of existence of a solution of the problem for checking solenoidality of a constructed solution, see the proof of Theorem 4.4):

Proposition 3.2. Let $a \in \boldsymbol{C}$, Rea>0. Let $f \in C^{\infty}(\boldsymbol{R})$ be a $2 \pi$-periodical complex function. Then there is unique $2 \pi$-periodical solution $g \in C^{\infty}(\boldsymbol{R})$ of the equation

$$
g^{\prime}+a g=f
$$

and the solution $g$ can be expressed in the following form:

$$
g(\varphi)=\left(\mathrm{e}^{2 \pi a}-1\right)^{-1} \int_{0}^{2 \pi} e^{a t} f(\varphi+t) d t=e^{-a \varphi} \int_{-\infty}^{\varphi} \mathrm{e}^{a t} f(t) d t .
$$

Proof of the proposition follows from standard computations.
Using the Proposition 3.2 we get the solution of (3.17) in the form

$$
\begin{aligned}
& \zeta\left(\xi_{1}, \rho, \varphi\right)=\left\{\exp \left[2 \pi\left(\frac{\nu}{\widetilde{\omega}}|\xi|^{2}+i \frac{k}{\widetilde{\omega}}\right)\right]-1\right\}^{-1} \\
& \cdot \int_{0}^{2 \pi} \exp \left[\left(\frac{\nu}{\widetilde{\omega}}|\xi|^{2}+i \frac{k}{\widetilde{\omega}} \xi_{1}\right) t\right] \Psi\left(\xi_{1}, \rho \cos (t+\varphi), \rho \sin (t+\varphi)\right) d t
\end{aligned}
$$

It is easy to see that function $\zeta$ as the function of $\left[\xi_{1}, \xi_{2}, \xi_{3}\right]$ is infinitely differentiable with respect to these variables and $\zeta \in \boldsymbol{C}_{0}^{\infty}\left(\boldsymbol{R}^{3} \backslash\{\mathbf{0}\}\right)$. Finally we put $\Phi=\zeta /|\xi|^{2}$.

## 4. Existence of a solution in $\boldsymbol{R}^{3}$.

In this section we will construct a weak solution of the problem (1.1)-(1.3).

### 4.1. Existence of the pressure in $\boldsymbol{R}^{3}$.

If there exist distributions $\boldsymbol{u}, p$ satisfying

$$
\begin{aligned}
-\nu \Delta \boldsymbol{u}+k \partial_{1} \boldsymbol{u}-(\omega \times \boldsymbol{x}) \cdot \nabla \boldsymbol{u}+\omega \times \boldsymbol{u}+\nabla p & =\boldsymbol{f} & \text { in } \boldsymbol{R}^{3} \\
\operatorname{div} \boldsymbol{u} & =g & \text { in } \boldsymbol{R}^{3}
\end{aligned}
$$

then pressure $p$ satisfies the equation

$$
\begin{equation*}
\triangle p=\operatorname{div} \boldsymbol{F}, \quad \text { where } \boldsymbol{F}=\boldsymbol{f}+\nu \nabla g-k g \boldsymbol{e}_{1}+g(\omega \times \boldsymbol{x}) \tag{4.18}
\end{equation*}
$$

because $\operatorname{div}((\omega \times \boldsymbol{x}) \cdot \nabla \boldsymbol{u}-\omega \times \boldsymbol{u})=(\omega \times \boldsymbol{x}) \cdot \nabla \operatorname{div} \boldsymbol{u}=\operatorname{div}[g(\omega \times \boldsymbol{x})]$.
Let $\mathscr{E}$ be the fundamental solution of the Laplace equation, i.e. $\mathscr{E}=-1 /(4 \pi r)$. Assuming firstly $\boldsymbol{F} \in \boldsymbol{C}_{0}^{\infty}$ we have $p=\mathscr{E} \star \operatorname{div} \boldsymbol{F}$ and $\nabla p=\nabla \mathscr{E} \star \operatorname{div} \boldsymbol{F}$ and so, $p=\nabla \mathscr{E} \star \boldsymbol{F}$ and $\nabla p=\nabla^{2} \mathscr{E} \star \boldsymbol{F}$. It is well known that both formulas can be extended for $\boldsymbol{F} \in \boldsymbol{L}_{\alpha+1, \beta}^{2}$ with $0<\beta<1$ and $-2<\alpha+\beta<2$ (the last convolution $\nabla p=\nabla^{2} \mathscr{E} \star \boldsymbol{F}$ due to the fact that $\nabla^{2} \mathscr{E}$ is the singular kernel of the CalderonZygmund type and that $\eta_{\beta}^{\alpha+1}$ belongs to the Muckenhoupt class of weights $A_{2}$ ), see [2, Theorem 3.2, Theorem 5.5], [26, Theorem 4.4, Theorem 5.4], where the
theorems are formulated for the pressure part $\mathscr{P}$ of the fundamental solution of the classical Oseen problem, so $\mathscr{P}=\nabla \mathscr{E}$ and $\nabla \mathscr{P}=\nabla^{2} \mathscr{E}$. For $\boldsymbol{F} \in \boldsymbol{L}_{\alpha+1, \beta}^{2}$ we get $p \in L_{\alpha, \beta-1}^{2}$ and $\nabla p \in L_{\alpha+1, \beta}^{2}$, and there are positive constants $C_{1}, C_{2}$ such that the following estimates are satisfied:

$$
\begin{equation*}
\|p\|_{2, \alpha, \beta-1} \leq C_{1}\|\boldsymbol{F}\|_{2, \alpha+1, \beta}, \quad\|\nabla p\|_{2, \alpha+1, \beta} \leq C_{2}\|\boldsymbol{F}\|_{2, \alpha+1, \beta} \tag{4.19}
\end{equation*}
$$

Remark. Another possibility of construction of the pressure is the use of Hörmander-Michlin multiplier theorem. Both techniques can be used in $L^{2}$ - as well as in $L^{q}$-framework to get an estimate of $\nabla p$.

### 4.2. The problem in $B_{R}$.

We will study in this section the existence of a weak solution of the following problem in a bounded domain $B_{R}$, pressure $p$ is assumed here to be known, the right hand side $\boldsymbol{f}-\nabla p=\widetilde{\boldsymbol{f}} \in \boldsymbol{L}_{\alpha+1, \beta}^{2}$ :

$$
\begin{align*}
-\nu \Delta \boldsymbol{u}+k \partial_{1} \boldsymbol{u}-(\omega \times \boldsymbol{x}) \cdot \nabla \boldsymbol{u}+\omega \times \boldsymbol{u} & =\widetilde{\boldsymbol{f}} & & \text { in } B_{R}  \tag{4.20}\\
\boldsymbol{u} & =0 & & \text { on } \partial B_{R} . \tag{4.21}
\end{align*}
$$

We show the existence of a weak solution $\boldsymbol{u}_{R} \in \stackrel{\circ}{\boldsymbol{H}}^{1}\left(B_{R}\right)$. Following (1.5), (1.6) again with $w=\eta_{\beta_{0}}^{0}, \beta_{0} \in(0,1]$, using notation (2.13), let us introduce a continuous bilinear form $\widetilde{Q}(\cdot, \cdot)$ on $\stackrel{\circ}{\boldsymbol{H}}^{1}\left(B_{R}\right) \times \stackrel{\circ}{\boldsymbol{H}}^{1}\left(B_{R}\right)$ :

$$
\begin{align*}
\widetilde{Q}(\boldsymbol{u}, \boldsymbol{v})= & \nu \int_{B_{R}} \nabla \boldsymbol{u}: \nabla\left(\boldsymbol{v} \cdot \eta_{\beta_{0}}^{0}\right) d \boldsymbol{x}+k \int_{B_{R}} \partial_{1} \boldsymbol{u} \cdot\left(\boldsymbol{v} \eta_{\beta_{0}}^{0}\right) d \boldsymbol{x} \\
& +\int_{B_{R}}(\omega \times \boldsymbol{x}) \cdot \nabla \boldsymbol{u}\left(\boldsymbol{v} \eta_{\beta_{0}}^{0}\right) d \boldsymbol{x}+\int_{B_{R}}(\omega \times \boldsymbol{u}) \cdot\left(\boldsymbol{v} \eta_{\beta_{0}}^{0}\right) d \boldsymbol{x} \\
\widetilde{Q}(\boldsymbol{v}, \boldsymbol{v}) \geq & 2^{-1} \nu \int_{B_{R}}|\nabla \boldsymbol{v}|^{2} \eta_{\beta_{0}}^{0} d \boldsymbol{x}+2^{-1} \int_{B_{R}} \boldsymbol{v}^{2} F_{0, \beta_{0}}(s, r ; \nu) \eta_{\beta_{0}-1}^{-1} d \boldsymbol{x} . \tag{4.22}
\end{align*}
$$

Lemma 4.1. Let $0<\beta_{0} \leq 1$. Then, for all $\widetilde{\boldsymbol{f}} \in \boldsymbol{L}_{1, \beta_{0}}^{2}\left(B_{R}\right), \varepsilon_{0}<(1 / 2) \cdot(k / \nu)$. $\left(1 / \beta_{0}\right), \eta_{\beta_{0}}^{\alpha} \equiv \eta_{\beta_{0}, \varepsilon_{0}}^{\alpha, \varepsilon_{0}}$, there exists unique $\boldsymbol{u}_{R} \in \stackrel{\circ}{\boldsymbol{H}}^{1}\left(B_{R}\right)$ such that for all $\boldsymbol{v} \in \stackrel{\circ}{\boldsymbol{H}}^{1}\left(B_{R}\right)$.

$$
\begin{equation*}
\widetilde{Q}\left(\boldsymbol{u}_{R}, \boldsymbol{v}\right)=\int_{B_{R}} \tilde{\boldsymbol{f}} \cdot \boldsymbol{v} \eta_{\beta_{0}}^{0} d \boldsymbol{x} \tag{4.23}
\end{equation*}
$$

Proof. Bilinear form $\widetilde{Q}$ is coercive, i.e. there exists a constant $C_{R}>0$ such that $\widetilde{Q}(\boldsymbol{v}, \boldsymbol{v}) \geq C_{R}\|\boldsymbol{v}\|^{2}$, where $\|\cdot\|$ is the norm in the space $\stackrel{\circ}{H}^{1}\left(B_{R}\right)$. Indeed, we get

$$
\widetilde{Q}(\boldsymbol{v}, \boldsymbol{v}) \geq \frac{\nu}{2} \int_{B_{R}}|\nabla \boldsymbol{v}|^{2} \eta_{\beta_{0}}^{0} d \boldsymbol{x}+\frac{1}{2} \int_{B_{R}} \boldsymbol{v}^{2} F_{0, \beta_{0}}(s, r) \eta_{\beta_{0}-1}^{-1} d \boldsymbol{x}
$$

Because $\varepsilon_{0}<(1 / 2) \cdot(k / \nu) \cdot\left(1 / \beta_{0}\right)$ there is a constant $\kappa$ satisfying all previous conditions and additionally $\varepsilon_{0} \leq(1 / 2 \kappa) \cdot(k / \nu) \cdot\left(1 / \beta_{0}\right)$. Because $\alpha=0$ we get from Lemma 2.5

$$
\begin{gathered}
\int_{B_{R}} \boldsymbol{v}^{2} F_{0, \beta_{0}}(s, r) \eta_{\beta_{0}-1}^{-1} d \boldsymbol{x} \geq\left(1-\kappa^{-1}\right) k \varepsilon_{0}^{2} \beta_{0} \int_{B_{R}} \boldsymbol{v}^{2} \eta_{\beta_{0}-1}^{-1} s d \boldsymbol{x}, \\
\widetilde{Q}(\boldsymbol{v}, \boldsymbol{v}) \geq \frac{\nu}{2} \int_{B_{R}}|\nabla \boldsymbol{v}|^{2} \eta_{\beta_{0}}^{0} d \boldsymbol{x}+\frac{1}{2}\left(1-\frac{1}{\kappa}\right) k \varepsilon_{0} \beta_{0} \int_{B_{R}} \boldsymbol{v}^{2} \eta_{\beta_{0}-1}^{-1}\left(\varepsilon_{0} s\right) d \boldsymbol{x} .
\end{gathered}
$$

Using Lemma 2.3 and Remark 2.4 we derive:

$$
\begin{align*}
\widetilde{Q}(\boldsymbol{v}, \boldsymbol{v}) \geq & \frac{\nu}{4} \int_{B_{R}}|\nabla \boldsymbol{v}|^{2} \eta_{\beta_{0}}^{0} d \boldsymbol{x}+\frac{\nu}{16} \varepsilon_{0}^{2} \beta_{0}^{2} \int_{B_{R}} \boldsymbol{v}^{2} \eta_{\beta_{0}-1}^{-1} d \boldsymbol{x} \\
& +\frac{1}{2}\left(1-\frac{1}{\kappa}\right) k \varepsilon_{0} \beta_{0} \int_{B_{R}} \boldsymbol{v}^{2} \eta_{\beta_{0}-1}^{-1}\left(\varepsilon_{0} s\right) d \boldsymbol{x} \\
\geq & \left(1-\frac{1}{\kappa}\right) \frac{\nu}{4} \min \left\{1, \frac{1}{4} \varepsilon_{0}^{2} \beta_{0}^{2}, 2 \frac{k}{\nu} \beta_{0} \varepsilon_{0}\right\} \\
& \cdot\left(\int_{B_{R}}|\nabla v|^{2} \eta_{\beta_{0}}^{0} d \boldsymbol{x}+\int_{B_{R}} \boldsymbol{v}^{2} \eta_{\beta_{0}}^{-1} d \boldsymbol{x}\right)  \tag{4.24}\\
\widetilde{Q}(\boldsymbol{v}, \boldsymbol{v}) \geq & C_{R}\left(\int_{B_{R}}|\nabla \boldsymbol{v}|^{2} d \boldsymbol{x}+\int_{B_{R}} \boldsymbol{v}^{2} d \boldsymbol{x}\right)=C_{R}\|\boldsymbol{v}\|^{2} \tag{4.25}
\end{align*}
$$

where $C_{R}=(\nu / 4) \cdot\left(1-\kappa^{-1}\right) \cdot \min \left\{1, \varepsilon_{0}^{2} \beta_{0}^{2} / 4,2(k / \nu) \beta \varepsilon_{0}\right\} \cdot\left(1+\varepsilon_{0} R\right)$. Using LaxMilgram theorem we get that there is $\boldsymbol{u}_{R} \in \stackrel{\circ}{\boldsymbol{H}}^{1}\left(B_{R}\right)$ such that (4.23) is satisfied.

REMARK 4.2. An arbitrary function $\boldsymbol{\Phi} \in \stackrel{\circ}{\boldsymbol{H}}^{1}\left(B_{R}\right)$ can be expressed in the form $\boldsymbol{\Phi}=\boldsymbol{v} \eta_{\beta_{0}}^{0}$, where $\boldsymbol{v} \in \stackrel{\circ}{\boldsymbol{H}}^{1}\left(B_{R}\right)$. Therefore for all $\boldsymbol{\Phi} \in \stackrel{\circ}{\boldsymbol{H}}^{1}\left(B_{R}\right)$

$$
\begin{equation*}
Q\left(\boldsymbol{u}_{R}, \boldsymbol{\Phi}\right)=\int_{B_{R}} \widetilde{\boldsymbol{f}} \cdot \boldsymbol{\Phi} d \boldsymbol{x} \tag{4.26}
\end{equation*}
$$

where by the definition $Q\left(\boldsymbol{u}_{R}, \boldsymbol{\Phi}\right) \equiv Q\left(\boldsymbol{u}_{R}, \boldsymbol{v} \eta_{\beta_{0}}^{0}\right) \equiv \widetilde{Q}\left(\boldsymbol{u}_{R}, \boldsymbol{v}\right)$.

### 4.3. Uniform estimates of $u_{R}$ in $R^{3}$.

Our next aim is to prove that the weak solutions $\boldsymbol{u}_{R}$ of (4.23) are uniformly bounded in $\boldsymbol{V}_{\alpha, \beta}$ as $R \rightarrow+\infty$.

Let $y_{1}$ be the unique real solution of the algebraic equation $4 y^{3}+8 y^{2}+$ $5 y-1=0$. It is easy to verify that $y_{1} \in(0,1)$. We will explain later, why the control of $\alpha / \beta$ by $y_{1}$ is necessary.

Lemma 4.3. Let $0<\beta \leq 1,0 \leq \alpha<y_{1} \beta, \widetilde{\boldsymbol{f}} \in \boldsymbol{L}_{\alpha+1, \beta}^{2}$. Then, as $R \rightarrow+\infty$, the weak solutions $\boldsymbol{u}_{R}$ of (4.23) given by Lemma 4.1 are uniformly bounded in $\boldsymbol{V}_{\alpha, \beta}$. There is a constant $c>0$, which does not depend on $R$ such that

$$
\begin{equation*}
\int_{\boldsymbol{R}^{3}} \tilde{\boldsymbol{u}}_{R}^{2} \eta_{\beta}^{\alpha-1} d \boldsymbol{x}+\int_{\boldsymbol{R}^{3}}\left|\nabla \tilde{\boldsymbol{u}}_{R}\right|^{2} \eta_{\beta}^{\alpha} d \boldsymbol{x} \leq c \int_{\boldsymbol{R}^{3}}|\tilde{\boldsymbol{f}}|^{2} \eta_{\beta}^{\alpha+1} d \boldsymbol{x} \tag{4.27}
\end{equation*}
$$

for all $R$ greater than some $R_{0}>0, \tilde{\boldsymbol{u}}_{R}$ being extension by zero of $\boldsymbol{u}_{R}$ on $\boldsymbol{R}^{3} \backslash B_{R}$.
Proof. First, we derive estimate of $\boldsymbol{u}_{R}$ on a bounded subdomain $B_{R_{0}} \subset B_{R}$; The choice of $R_{0}$ will be given in the next part of the proof. Our aim is to get an estimate with a constant not depending on $R$. Let us substitute $\boldsymbol{v}=\boldsymbol{u}_{R}$ into (4.23). Hence, we get from (4.24):

$$
\widetilde{Q}\left(\boldsymbol{u}_{R}, \boldsymbol{u}_{R}\right)=\int_{B_{R}} \tilde{\boldsymbol{f}} \boldsymbol{u}_{R} \eta_{\beta_{0}}^{0} d \boldsymbol{x} \geq C_{1}\left(\int_{B_{R}}\left|\nabla \boldsymbol{u}_{R}\right|^{2} \eta_{\beta_{0}}^{0} d \boldsymbol{x}+\int_{B_{R}} \boldsymbol{u}_{R}^{2} \eta_{\beta_{0}}^{-1} d \boldsymbol{x}\right),
$$

with the constant $C_{1}>0$ stated in (4.24). Let $R_{0}$ be some fixed positive number such that $0<R_{0}<R$. We get

$$
\begin{equation*}
\int_{B_{R_{0}}}\left|\nabla \boldsymbol{u}_{R}\right|^{2} \eta_{\beta}^{\alpha} d \boldsymbol{x}+\int_{B_{R_{0}}} \boldsymbol{u}_{R}^{2} \eta_{\beta}^{\alpha-1} d \boldsymbol{x} \leq C_{2} \int_{B_{R}}|\widetilde{\boldsymbol{f}}|\left|\boldsymbol{u}_{R}\right| \eta_{\beta}^{\alpha} d \boldsymbol{x} \tag{4.28}
\end{equation*}
$$

where the constant $C_{2}=C_{1}^{-1}\left(1+\varepsilon_{0} R_{0}\right)^{\alpha}\left(1+\varepsilon_{0} 2 R_{0}\right)^{\left|\beta-\beta_{0}\right|}$ depends on $k, \nu, \alpha, \beta$, $\beta_{0}, \varepsilon_{0}, R_{0}, \kappa$, but does not depend on $R$.

Now, we are going to derive an estimate of $\boldsymbol{u}_{R}$ on domain $B_{R}$. Using the test function $\boldsymbol{\Phi}=\boldsymbol{u}_{R} \eta_{\beta}^{\alpha}=\boldsymbol{u}_{R}(1+\delta r)^{\alpha}(1+\varepsilon s)^{\beta} \in \stackrel{\circ}{\boldsymbol{H}}^{1}\left(B_{R}\right)$ in (4.26) we get after integration by parts:

$$
\begin{aligned}
& \nu \int_{B_{R}}\left|\nabla \boldsymbol{u}_{R}\right|^{2} \eta_{\beta}^{\alpha} d \boldsymbol{x}+\nu \int_{B_{R}}\left(\boldsymbol{u}_{R} \cdot \nabla \boldsymbol{u}_{R}\right) \cdot \nabla \eta_{\beta}^{\alpha} d \boldsymbol{x}-\frac{k}{2} \int_{B_{R}} \boldsymbol{u}_{R}^{2} \partial_{1} \eta_{\beta}^{\alpha} d \boldsymbol{x} \\
& \quad=\int_{B_{R}} \tilde{\boldsymbol{f}} \boldsymbol{u}_{R} \eta_{\beta}^{\alpha} d \boldsymbol{x} .
\end{aligned}
$$

So, we get for some $\kappa>1$ :

$$
\frac{\nu}{2} \int_{B_{R}}\left|\nabla \boldsymbol{u}_{R}\right|^{2} \eta_{\beta}^{\alpha} d \boldsymbol{x}+\frac{1}{2} \int_{B_{R}} \boldsymbol{u}_{R}^{2} F_{\alpha, \beta}(s, r) \eta_{\beta-1}^{\alpha-1} d \boldsymbol{x} \leq \int_{B_{R}}|\tilde{\boldsymbol{f}}|\left|\boldsymbol{u}_{R}\right| \eta_{\beta}^{\alpha} d \boldsymbol{x}
$$

Let $R_{0} \geq\left|\delta^{-1}-(2 \varepsilon)^{-1}\right|(\kappa-1)^{-1}$. Using Lemma 2.5 (with $0 \leq \alpha<\beta, \varepsilon \leq(1 /(2 \kappa))$ $\left.(k / \nu)\left((\beta-\alpha) / \beta^{2}\right)\right)$ and Lemma 2.3 (with $\delta<2 \varepsilon$ ), the second term in the previous estimate can be evaluated from below:

$$
\begin{aligned}
\int_{B_{R}} & \left.\boldsymbol{u}_{R}^{2} F_{\alpha, \beta}(s, r)\right) \eta_{\beta-1}^{\alpha-1} d \boldsymbol{x} \\
\geq & -\alpha \delta k\left(1+\frac{\nu \kappa}{k} \alpha \delta\right) \frac{2 \kappa}{\delta \varepsilon}\left(\frac{\alpha+\beta}{\beta \beta^{*}}\right)^{2} \int_{B_{R}^{R_{0}}}\left|\nabla \boldsymbol{u}_{R}\right|^{2} \eta_{\beta}^{\alpha} d \boldsymbol{x} \\
& +\left(1-\kappa^{-1}\right) k \delta \varepsilon(\beta-\alpha) \int_{B_{R}^{R_{0}}} \boldsymbol{u}_{R}^{2} \eta_{\beta-1}^{\alpha-1} s d \boldsymbol{x}-2 C_{4} \int_{B_{R_{0}}}\left|\nabla \boldsymbol{u}_{R}\right|^{2} \eta_{\beta}^{\alpha} d \boldsymbol{x} .
\end{aligned}
$$

Denote $C_{5}=\alpha \delta k(1+\nu \kappa \alpha \delta / k)(\kappa /(\delta \varepsilon))\left((\alpha+\beta) /\left(\beta \beta^{*}\right)\right)^{2}$. It is clear that $C_{5} \leq$ $\nu /\left(2 \kappa^{2}\right)<\nu /(2 \kappa)$ if $1+\nu \kappa \alpha \delta / k \leq \kappa$ (i.e. $\left.\delta \leq(k / \nu) \cdot((\kappa-1)) /(\kappa \beta)\right)$ and $\alpha \leq$ $\left(1 /\left(2 \kappa^{4}\right)\right) \cdot(\nu / k) \cdot\left(\left(\beta \beta^{*}\right) /(\alpha+\beta)\right)^{2} \varepsilon$. We have

$$
\begin{aligned}
& \frac{\nu}{2 \kappa} \int_{B_{R}}\left|\nabla \boldsymbol{u}_{R}\right|^{2} \eta_{\beta}^{\alpha} d \boldsymbol{x}+\frac{1}{2}\left(1-\frac{1}{\kappa}\right) k \delta \varepsilon(\beta-\alpha) \int_{B_{R}} \boldsymbol{u}_{R}^{2} \eta_{\beta-1}^{\alpha-1} s d \boldsymbol{x} \\
& \quad-C_{6} \int_{B_{R_{0}}} \boldsymbol{u}_{R}^{2} \eta_{\beta-1}^{\alpha-1} d \boldsymbol{x}-C_{7} \int_{B_{R_{0}}}\left|\nabla \boldsymbol{u}_{R}\right|^{2} \eta_{\beta}^{\alpha} d \boldsymbol{x} \leq \int_{B_{R}}|\widetilde{\boldsymbol{f}}|\left|\boldsymbol{u}_{R}\right| \eta_{\beta}^{\alpha} d \boldsymbol{x}
\end{aligned}
$$

We use now relation (4.28) in order to estimate the integrals computed on the domain $B_{R_{0}}$. Before using the mentioned inequality we should re-scale it with respect to new values $\varepsilon, \delta$, see Remark 1.1. The new constant in (4.28) after rescaling we denote $C_{2}^{\prime}$.

$$
\frac{\nu}{\kappa} \int_{B_{R}}\left|\nabla \boldsymbol{u}_{R}\right|^{2} \eta_{\beta}^{\alpha} d \boldsymbol{x}+k \delta \varepsilon(\beta-\alpha) \int_{B_{R}} \boldsymbol{u}_{R}^{2} \eta_{\beta-1}^{\alpha-1} s d \boldsymbol{x} \leq C_{8} \int_{B_{R}}|\widetilde{\boldsymbol{f}}|\left|\boldsymbol{u}_{R}\right| \eta_{\beta}^{\alpha} d \boldsymbol{x}
$$

where $C_{8}=\left\{1+C_{2}^{\prime} \max \left(C_{6}, C_{7}\right)\right\} \cdot 2 \cdot\left(1-\kappa^{-1}\right)^{-1}$. We use Lemma 2.3 and Remark 2.4. So, if $\delta<2 \varepsilon$ and $1<\kappa \leq 2 \varepsilon / \delta+\delta /(2 \varepsilon)-1$ we get

$$
\frac{\nu}{2 \kappa}\left(\frac{\beta \beta^{*} \delta \varepsilon}{\alpha \delta+2 \beta \varepsilon}\right)^{2} \int_{B_{R}} \boldsymbol{u}_{R}^{2} \eta_{\beta-1}^{\alpha-1} d \boldsymbol{x} \leq \frac{\nu}{2 \kappa} \int_{B_{R}}\left|\nabla \boldsymbol{u}_{R}\right|^{2} \eta_{\beta}^{\alpha} d \boldsymbol{x}
$$

$$
\begin{aligned}
& \frac{\nu}{2 \kappa} \int_{B_{R}}\left|\nabla \boldsymbol{u}_{R}\right|^{2} \eta_{\beta}^{\alpha} d \boldsymbol{x}+\frac{\nu}{2 \kappa}\left(\frac{\beta \beta^{*} \delta \varepsilon}{\alpha \delta+2 \beta \varepsilon}\right)^{2} \int_{B_{R}} \boldsymbol{u}_{R}^{2} \eta_{\beta-1}^{\alpha-1} d \boldsymbol{x} \\
& \quad+k \delta \varepsilon(\beta-\alpha) \int_{B_{R}} \boldsymbol{u}_{R}^{2} \eta_{\beta-1}^{\alpha-1} s d \boldsymbol{x} \leq C_{8} \int_{B_{R}}|\widetilde{\boldsymbol{f}}|\left|\boldsymbol{u}_{R}\right| \eta_{\beta}^{\alpha} d \boldsymbol{x}
\end{aligned}
$$

So we get

$$
\begin{aligned}
& \int_{B_{R}}\left|\nabla \boldsymbol{u}_{R}\right|^{2} \eta_{\beta}^{\alpha} d \boldsymbol{x}+2 \int_{B_{R}} \boldsymbol{u}_{R}^{2} \eta_{\beta-1}^{\alpha-1} d \boldsymbol{x}+2 \varepsilon \int_{B_{R}} \boldsymbol{u}_{R}^{2} \eta_{\beta-1}^{\alpha-1} s d \boldsymbol{x} \\
& \quad=\int_{B_{R}}\left|\nabla \boldsymbol{u}_{R}\right|^{2} \eta_{\beta}^{\alpha} d \boldsymbol{x}+2 \int_{B_{R}} \boldsymbol{u}_{R}^{2} \eta_{\beta}^{\alpha-1} d \boldsymbol{x} \leq C_{10} \int_{B_{R}}|\widetilde{\boldsymbol{f}}|\left|\boldsymbol{u}_{R}\right| \eta_{\beta}^{\alpha} d \boldsymbol{x},
\end{aligned}
$$

$C_{9}=\min \left(\nu /(2 \kappa),(\nu /(2 \kappa))\left(\beta \beta^{*} \delta \varepsilon /(\alpha \delta+2 \beta \varepsilon)\right)^{2}, k \delta(\beta-\alpha) / 2\right) \quad$ and $C_{10}=C_{8} / C_{9}$. We have also:

$$
\int_{B_{R}}|\widetilde{\boldsymbol{f}}|\left|\boldsymbol{u}_{R}\right| \eta_{\beta}^{\alpha} d \boldsymbol{x} \leq \frac{t}{2} \int_{B_{R}} \boldsymbol{u}_{R}^{2} \eta_{\beta}^{\alpha-1} d \boldsymbol{x}+\frac{1}{2 t} \int_{B_{R}}|\widetilde{\boldsymbol{f}}|^{2} \eta_{\beta}^{\alpha+1} d \boldsymbol{x}
$$

So, if we choose $t=2 \cdot C_{10}^{-1}$ then we get:

$$
\int_{B_{R}}\left|\nabla \boldsymbol{u}_{R}\right|^{2} \eta_{\beta}^{\alpha} d \boldsymbol{x}+\int_{B_{R}} \boldsymbol{u}_{R}^{2} \eta_{\beta}^{\alpha-1} d \boldsymbol{x} \leq c \int_{\boldsymbol{R}^{3}}|\widetilde{\boldsymbol{f}}|^{2} \eta_{\beta}^{\alpha+1} d \boldsymbol{x}
$$

It can be easily shown that the all conditions on $\alpha, \beta, \delta, \varepsilon, \kappa$ used in the proof are compatible if $0 \leq \alpha<y_{1} \beta$, see Appendix B.

### 4.4. The problem in $R^{3}$.

Let $y_{1}$ be the same as in Lemma 4.3.
Theorem 4.4 (Existence and uniqueness in $\boldsymbol{R}^{3}$ ). Let $0<\beta \leq 1,0 \leq \alpha<$ $y_{1} \beta, \boldsymbol{f} \in \boldsymbol{L}_{\alpha+1, \beta}^{2}, g \in H_{l o c}^{1}$ such that $\nu \nabla g-k g \boldsymbol{e}_{1}+g(\omega \times \boldsymbol{x}) \in L_{\alpha+1, \beta}^{2}$. Then there exists a unique weak solution $\{\boldsymbol{u}, p\}$ of the problem

$$
\begin{align*}
&-\nu \Delta \boldsymbol{u}+k \partial_{1} \boldsymbol{u}-(\omega \times \boldsymbol{x}) \cdot \nabla \boldsymbol{u}+\omega \times \boldsymbol{u}+\nabla \boldsymbol{p}=\boldsymbol{f}  \tag{4.29}\\
& \operatorname{in} \boldsymbol{R}^{3},  \tag{4.30}\\
& \operatorname{div} \boldsymbol{u}=g \quad \text { in } \boldsymbol{R}^{3}
\end{align*}
$$

such that $\boldsymbol{u} \in \boldsymbol{V}_{\alpha, \beta}, p \in L_{\alpha, \beta-1}^{2}, \nabla p \in \boldsymbol{L}_{\alpha+1, \beta}^{2}$ and

$$
\begin{align*}
& \|\boldsymbol{u}\|_{2, \alpha-1, \beta}+\|\nabla \boldsymbol{u}\|_{2, \alpha, \beta}+\|p\|_{2, \alpha, \beta-1}+\|\nabla p\|_{2, \alpha+1, \beta} \\
& \quad \leq C\left(\|\boldsymbol{f}\|_{2, \alpha+1, \beta}+\left\|\nu \nabla g-k g \boldsymbol{e}_{1}+g(\boldsymbol{\omega} \times \boldsymbol{x})\right\|_{2, \alpha+1, \beta}\right) . \tag{4.31}
\end{align*}
$$

Proof. The uniqueness of the solution follows from Theorem 3.1, and we now justify the existence. Let $p$ be the same as in Subsection 4.1. Let $\left\{R_{n}\right\}$ be a sequence of positive real numbers, converging to $+\infty$. Let $\boldsymbol{u}_{R_{n}}$ be the weak solution of (4.20), (4.21) on $B_{R_{n}}$. Extending $\boldsymbol{u}_{R_{n}}$ by zero on $\boldsymbol{R}^{3} \backslash B_{R_{n}}$ to a function $\tilde{\boldsymbol{u}}_{n} \in \boldsymbol{V}_{\alpha, \beta}$ we get a bounded sequence $\left\{\tilde{\boldsymbol{u}}_{n}\right\}$ in $\boldsymbol{V}_{\alpha, \beta}$. Thus, there is a subsequence $\tilde{\boldsymbol{u}}_{n_{k}}$ of $\tilde{\boldsymbol{u}}_{n}$ with a weak limit $\boldsymbol{u}$ in $\boldsymbol{V}_{\alpha, \beta}$. Obviously, $\boldsymbol{u}$ is a weak solution of (4.29) and

$$
\begin{aligned}
\|\boldsymbol{u}\|_{2, \alpha-1, \beta}^{2}+\|\nabla \boldsymbol{u}\|_{2, \alpha, \beta}^{2} & \leq \liminf _{k \in \boldsymbol{N}}\left(\int_{\boldsymbol{R}^{3}} \tilde{\boldsymbol{u}}_{n_{k}}^{2} \eta_{\beta}^{\alpha-1} d \boldsymbol{x}+\int_{\boldsymbol{R}^{3}}\left|\nabla \tilde{\boldsymbol{u}}_{n_{k}}\right|^{2} \eta_{\beta}^{\alpha} d \boldsymbol{x}\right) \\
& \leq c|\widetilde{\boldsymbol{f}}|^{2} \eta_{\beta}^{\alpha+1} d \boldsymbol{x}=c \int_{\boldsymbol{R}^{3}}|\boldsymbol{f}-\nabla p|^{2} \eta_{\beta}^{\alpha+1} d \boldsymbol{x} .
\end{aligned}
$$

Taking into account also relation (4.19) we get (4.31).
Let us also check that for $\boldsymbol{u}$ the equation (4.30) is satisfied. Let us mention that $\boldsymbol{u} \in \boldsymbol{H}_{l o c}^{2}$ because $\boldsymbol{f}-\nabla p \in \boldsymbol{L}_{\alpha+1, \beta}^{2}$. So, computing the divergence of (4.29), we get

$$
\begin{equation*}
-\nu \Delta(\operatorname{div} \boldsymbol{u})+k \partial_{1}(\operatorname{div} \boldsymbol{u})-(\omega \times \boldsymbol{x}) \cdot \nabla(\operatorname{div} \boldsymbol{u})=\operatorname{div} \boldsymbol{f}-\Delta p \tag{4.32}
\end{equation*}
$$

in the distributional sense. From (4.18) we have

$$
-\nu \Delta \gamma+k \partial_{1} \gamma-(\omega \times \boldsymbol{x}) \cdot \nabla \gamma=0
$$

for $\gamma=\operatorname{div} \boldsymbol{u}-g \in L_{\alpha, \beta}^{2} \subset L^{2}$. Using Fourier transform we get

$$
\left(\nu|\xi|^{2}+i k \xi_{1}\right) \widehat{\gamma}-(\omega \times \xi) \cdot \nabla_{\xi} \widehat{\gamma}=0 \quad \text { in } \mathscr{S}^{\prime}
$$

Assuming $\widehat{\gamma}$ in cylindrical coordinates $\left[\xi_{1}, \rho, \varphi\right], \rho=\left(\xi_{2}^{2}+\xi_{3}^{2}\right)^{1 / 2}$, we can overwrite the equation in the form:

$$
-\partial_{\varphi} \widehat{\gamma}+\left[(\nu / \widetilde{\omega})|\xi|^{2}+i(k / \widetilde{\omega}) \xi_{1}\right] \widehat{\gamma}=0
$$

Using the same approach as in the proof of the uniqueness Theorem 3.1 we prove that supp $\widehat{\gamma} \subset\{0\}$. The proof of this fact is reduced to the solvability of the equation (3.17) which was proved for arbitrary $\Psi \in C_{0}^{\infty}\left(\boldsymbol{R}^{3} \backslash\{0\}\right)$ in the proof of Theorem 3.1. So, by the same procedure we derive that $\gamma$ is a polynomial in $\boldsymbol{R}^{3}$ and because $\gamma \in L^{2}$ we get $\gamma \equiv 0$, i.e. (4.30).

## 5. Uniqueness in an exterior domain $\Omega \subset R^{3}$.

The last two sections are devoted to the problem in an exterior domain. We start with the question of uniqueness. The uniqueness theorem proved in this section together with the uniqueness theorem in $\boldsymbol{R}^{3}$ from Section 3 will be used in the next section in the proof of the existence of a solution in an exterior domain, in the localization procedure. The homogenous Dirichlet boundary condition on $\partial \Omega$ for $\boldsymbol{u}$ in the next theorem follows from the assumption $\boldsymbol{u} \in \boldsymbol{V}_{0,0}(\Omega)$.

TheOrem 5.1. Let $\{\boldsymbol{u}, p\}$ be a distributional solution of the problem (1.1)(1.3) with $\boldsymbol{f}=\mathbf{0}$ and $g=0$ such that $\boldsymbol{u} \in \boldsymbol{V}_{0,0}(\Omega)$ and $p \in L_{-1,0}^{2}(\Omega)$. Then $\boldsymbol{u}=\mathbf{0}$ and $p=0$.

Proof. Let $\Phi=\Phi(z) \in C_{0}^{\infty}(\langle 0,+\infty))$ be a non-increasing cut-off function such that $\Phi(z) \equiv 1$ for $z<1 / 2$ and $\Phi(z) \equiv 0$ for $z>1$. Let $\left|\Phi^{\prime}\right| \leq 3$. Let $\Phi_{R} \equiv \Phi_{R}(\boldsymbol{x}) \equiv \Phi(|\boldsymbol{x}| / R)$. We have $\left|\nabla \Phi_{R}\right| \leq 3 / R$ and $\left|\partial_{1} \Phi_{R}\right| \leq 3 / R$ for $\boldsymbol{x} \in \boldsymbol{R}^{3}$, $R / 2 \leq|x| \leq R$. Let $\left\{R_{j}\right\} \in \boldsymbol{R}$ be an increasing sequence of radii with the limit $+\infty$. So we have that $\boldsymbol{u}_{j} \equiv \boldsymbol{u} \cdot \Phi_{R_{j}} \in \stackrel{\circ}{\boldsymbol{H}}^{1}(\Omega)$, and $\left\{\boldsymbol{u}_{j}\right\}$ is a sequence of functions with limit $\boldsymbol{u}$ in the space $\boldsymbol{V}_{0,0}(\Omega)$. Using the (non-solenoidal) test functions $\varphi=\boldsymbol{u} \Phi_{R_{j}}^{2}=\boldsymbol{u}_{j} \Phi_{R_{j}} \in \stackrel{\circ}{\boldsymbol{H}}^{1}(\Omega)$ for equation (1.1) we get:

$$
\begin{align*}
& \nu \int_{\Omega} \nabla \boldsymbol{u}: \nabla\left(\boldsymbol{u} \Phi_{R_{j}}^{2}\right) d \boldsymbol{x}+k \int_{\Omega} \partial_{1} \boldsymbol{u} \cdot \boldsymbol{u} \Phi_{R_{j}}^{2} d \boldsymbol{x} \\
& \quad+\int_{\Omega}(\omega \times \boldsymbol{x}) \cdot \nabla \boldsymbol{u} \cdot \boldsymbol{u} \Phi_{R_{j}}^{2} d \boldsymbol{x}+\int_{\Omega} \nabla p \cdot \boldsymbol{u} \Phi_{R_{j}}^{2} d \boldsymbol{x}=0 . \tag{5.33}
\end{align*}
$$

Using in (5.33) relation $\nabla \boldsymbol{u}: \nabla\left(\boldsymbol{u} \Phi_{R_{j}}^{2}\right)=\left|\nabla \boldsymbol{u}_{j}\right|^{2}-\nabla \Phi_{R_{j}} \cdot \nabla \Phi_{R_{j}}|\boldsymbol{u}|^{2}$, integrating by parts, we get after some evident rearrangements

$$
\begin{gathered}
\nu \int_{\Omega}\left|\nabla \boldsymbol{u}_{j}\right|^{2} d \boldsymbol{x}-\frac{1}{2} \int_{\Omega} \operatorname{div}(\omega \times \boldsymbol{x})\left|\boldsymbol{u}_{j}\right|^{2} d \boldsymbol{x} \\
-\frac{k}{2} \int_{\Omega}|\boldsymbol{u}|^{2} \partial_{1} \Phi_{R_{j}}^{2} d \boldsymbol{x}-\frac{1}{2} \int_{\Omega}|\boldsymbol{u}|^{2}(\omega \times \boldsymbol{x}) \cdot \nabla \Phi_{R_{j}}^{2} d \boldsymbol{x} \\
-\nu \int_{\Omega}\left|\nabla \Phi_{R_{j}}\right|^{2}|\boldsymbol{u}|^{2} d \boldsymbol{x}-\int_{\Omega} p \boldsymbol{u} \cdot \nabla\left(\Phi_{R_{j}}^{2}\right) d \boldsymbol{x}=0 . \\
\nu \int_{\Omega}\left|\nabla \boldsymbol{u}_{j}\right|^{2} d \boldsymbol{x} \leq C\left(\int_{\Omega_{R_{j}}^{R_{j} / 2}}|\boldsymbol{u}|^{2} r^{-1} d \boldsymbol{x}+\int_{\Omega_{R_{j}}^{R_{j} / 2}}|p| \| \boldsymbol{u} \mid r^{-1} d \boldsymbol{x}\right) .
\end{gathered}
$$

$\boldsymbol{u} \in \boldsymbol{L}_{-1,0}^{2}(\Omega), p \in L_{-1,0}^{2}(\Omega), p \boldsymbol{u} \in \boldsymbol{L}_{-1,0}^{1}(\Omega)$. So, for $j \rightarrow \infty$ we get $\int_{\Omega}|\nabla \boldsymbol{u}|^{2} d \boldsymbol{x} \leq 0$. Hence, the function $\nabla \boldsymbol{u}=0$ a.e. in $\Omega$, and this means $\boldsymbol{u}$ is a constant a.e. in $\Omega$.

From $\boldsymbol{u} \in \boldsymbol{L}_{-1,0}^{2}(\Omega)$ it follows that $\boldsymbol{u}=\mathbf{0}$ a.e. in $\Omega$. Using now an arbitrary test function $\phi$ for equation (1.1), we get $\int_{\Omega} \nabla p \phi d \boldsymbol{x}=0$. So, the function $\nabla p=0$ a.e. in $\Omega$, and this means $p$ is a constant a.e. in $\Omega$. From $p \in L_{-1,0}^{2}(\Omega)$ it follows that $p=0$ a.e. in $\Omega$, and the uniqueness is proved.

## 6. Existence of solution in exterior domains.

In this section we assume problem (1.1)-(1.4) in an exterior domain $\Omega$. First we assume the case of the homogenous Dirichlet boundary condition on $\partial \Omega$.

### 6.1. Homogenous Dirichlet boundary conditions.

Function $g$ is assumed to be zero, and $\boldsymbol{f}=\operatorname{div} \boldsymbol{F}$ with $\boldsymbol{F} \in C_{0}^{\infty}(\Omega)^{9}$. We will prove that the problem has a weak solution $\{\boldsymbol{u}, p\} \in \widehat{\boldsymbol{H}}_{0}^{1}(\Omega) \times L_{l o c}^{2}(\Omega)$. So we assume the following sequence of problems on domains $\Omega_{R}=B_{R} \cap \Omega$ :

$$
\begin{gather*}
-\nu \Delta \boldsymbol{u}_{R}+k \partial_{1} \boldsymbol{u}_{R}+(\omega \times \boldsymbol{x}) \cdot \nabla \boldsymbol{u}_{R}-\omega \times \boldsymbol{u}_{R}+\nabla p_{R}=\operatorname{Div} \boldsymbol{F} \text { in } \Omega_{R}  \tag{6.34}\\
\operatorname{div} \boldsymbol{u}_{R}=0 \text { in } \Omega_{R}  \tag{6.35}\\
\boldsymbol{u}_{R}=0 \text { on } \partial \Omega_{R} \tag{6.36}
\end{gather*}
$$

Following Girault-Raviart [16], we formulate each problem in the following mixed variational form: To find $\left\{\boldsymbol{u}_{R}, p_{R}\right\} \in \boldsymbol{W}_{R} \times \Pi_{R}$, such that for all $\boldsymbol{v} \in \boldsymbol{W}_{R}, \pi \in \Pi_{R}$ :

$$
\begin{align*}
a\left(\boldsymbol{u}_{R}, \boldsymbol{v}\right)+b\left(\boldsymbol{v}, p_{R}\right) & =\langle\operatorname{Div} \boldsymbol{F}, \boldsymbol{v}\rangle  \tag{6.37}\\
b\left(\boldsymbol{u}_{R}, \pi\right) & =0, \tag{6.38}
\end{align*}
$$

where $\quad \boldsymbol{W}_{R}=\widehat{\boldsymbol{H}}_{0}^{1}\left(\Omega_{R}\right), \quad \Pi_{R}=\left\{\pi \in L^{2}\left(\Omega_{R}\right) ; \int_{\Omega_{R}} \pi d \boldsymbol{x}=0\right\} \quad$ with usual norms $\|\phi\|_{W_{R}}=\|\nabla \phi\|_{2},\|\pi\|_{\Pi_{R}}=\|\pi\|_{2}$, and

$$
\begin{aligned}
a(\phi, \psi)= & \nu \int_{\Omega_{R}} \nabla \phi \cdot \nabla \psi d \boldsymbol{x}+k \int_{\Omega_{R}} \partial_{1} \phi \cdot \psi d \boldsymbol{x} \\
& +\int_{\Omega_{R}}[(\omega \times \boldsymbol{x}) \cdot \nabla \phi-\omega \times \phi] \cdot \psi d \boldsymbol{x} \\
b(\phi, \pi)= & -\int_{\Omega_{R}} \pi \operatorname{div} \phi d \boldsymbol{x} .
\end{aligned}
$$

These bilinear forms are continuous on $\boldsymbol{W}_{R} \times \boldsymbol{W}_{R}$ and $\boldsymbol{W}_{R} \times \Pi_{R}$, respectively. It is easy to see that $a(\phi, \phi) \geq \nu\|\phi\|_{W_{R}}^{2}$, and it is known that

$$
\sup _{\boldsymbol{v} \in \boldsymbol{W}_{R}} \frac{(\pi, \operatorname{div} \boldsymbol{v})}{|\boldsymbol{v}|_{W_{R}}} \geq C_{0}\|\pi\|_{\Pi_{R}}
$$

for some $C_{0}=C_{0}(R)>0$. Hence, there exists a weak solution $\left\{\boldsymbol{u}_{R}, p_{R}\right\}$ of the problem and $\left\|\boldsymbol{u}_{R}\right\|_{W_{R}}+\left\|p_{R}\right\|_{\Pi_{R}} \leq C_{1}\|\operatorname{Div} \boldsymbol{F}\|_{-1}$ for some $C_{1}=C_{1}(R)>0$. Testing now (6.37) by $\boldsymbol{v}=\boldsymbol{u}_{R}$ we get:

$$
\begin{gather*}
\nu \int_{\Omega_{R}}\left|\nabla \boldsymbol{u}_{R}\right|^{2} d \boldsymbol{x}=\int_{\Omega_{R}}(\operatorname{Div} \boldsymbol{F}) \cdot \boldsymbol{u}_{R} d \boldsymbol{x}=\int_{\Omega_{R}} \boldsymbol{F}: \nabla \boldsymbol{u}_{R} d \boldsymbol{x} \leq\|\boldsymbol{F}\|_{2}\left\|\nabla \boldsymbol{u}_{R}\right\|_{2} \\
\left\|\nabla \boldsymbol{u}_{R}\right\|_{2} \leq \nu^{-1}\|\boldsymbol{F}\|_{2} . \tag{6.39}
\end{gather*}
$$

Since the a priori estimate (6.39) is available, where $\boldsymbol{u}_{R}$ is understood as its extension by setting zero in $\Omega \backslash \Omega_{R}$, there exists $\boldsymbol{u} \in \widehat{\boldsymbol{H}}_{0}^{1}(\Omega)$ and a sequence $\left\{R_{n}\right\} \rightarrow \infty$ so that $\boldsymbol{u}_{R_{n}} \rightharpoonup \boldsymbol{u}$ weakly in $\widehat{\boldsymbol{H}}_{0}^{1}(\Omega)$ as $n \rightarrow \infty$.

Let us show that $\operatorname{div} \boldsymbol{u}=0$ in $L^{2}(\Omega)$. From the same inequality follows the weak convergence of $\operatorname{div} \boldsymbol{u}_{R_{n}}$ in $L^{2}(\Omega)$. From (6.38) we get $\operatorname{div} \boldsymbol{u}_{R_{n}} \equiv C_{n}$ on $\Omega_{R_{n}}$ for some real constant $C_{n}$ depending on $n$. In spite of (6.39) we get that the weak limit of $\operatorname{div} \boldsymbol{u}_{R_{n}}$ is zero in $L^{2}(\Omega)$.

Finally, for all $\phi \in C_{0}^{\infty}(\Omega)$ with $\operatorname{div} \phi=0$ we have from (6.37) after $R_{n} \rightarrow \infty$

$$
\begin{gathered}
\langle L \boldsymbol{u}-\operatorname{Div} \boldsymbol{F}, \phi\rangle=0 \\
L \boldsymbol{u} \equiv-\nu \Delta \boldsymbol{u}+k \partial_{1} \boldsymbol{u}+(\omega \times \boldsymbol{x}) \cdot \nabla \boldsymbol{u}-\omega \times \boldsymbol{u} .
\end{gathered}
$$

By a result of de Rham, there is a distribution $p$ such that $-\nabla p=L \boldsymbol{u}-\operatorname{Div} \boldsymbol{F}$ in $\mathscr{D}^{\prime}(\Omega)$. Because the right-hand side belongs to $H^{-1}\left(\Omega_{R}\right)$ for every sufficiently large $R>0$ we have that $p \in L^{2}\left(\Omega_{R}\right)$ and so, $p \in L_{l o c}^{2}(\Omega)$.

Now we use the following
Lemma 6.1 (Kozono and Sohr [22, Lemma 2.2, Corollary 2.3]). Let $\Omega \subset$ $\boldsymbol{R}^{n}(n \geq 2)$ be any domain and let $1<q<\infty$. For all $g \in \widehat{W}^{-1, q}(\Omega)$, there is $G \in L^{q}(\Omega)^{n}$ such that

$$
\operatorname{div} G=g, \quad\|G\|_{q, \Omega} \leq C\|g\|_{-1, q, \Omega}
$$

with some $C>0$. As a result, the space $\left\{\operatorname{div} G ; G \in C_{0}^{\infty}(\Omega)^{n}\right\}$ is dense in $\widehat{W}^{-1, q}(\Omega)$.

Hence, we get the existence of solution $\{\boldsymbol{u}, p\} \in \widehat{\boldsymbol{H}}_{0}^{1}(\Omega) \times L_{\text {loc }}^{2}(\Omega)$ for an arbitrary function $\widetilde{\boldsymbol{f}} \in \widehat{\boldsymbol{H}}^{-1}(\Omega)$.

For the extension of Theorem 4.4 to the case of an exterior domain we use the localization procedure, see [22]. Let now $\boldsymbol{f} \in \boldsymbol{L}_{\alpha+1, \beta}^{2}(\Omega)$. We define for an arbitrary $R>0$ :

$$
\boldsymbol{f}_{R}=\left\{\begin{array}{lc}
\boldsymbol{f}, & \boldsymbol{x} \in \Omega_{R} \\
\mathbf{0}, & \boldsymbol{x} \in \Omega \backslash \Omega_{R} .
\end{array}\right.
$$

It can be shown that $\boldsymbol{f}_{R}$ belongs to $\widehat{\boldsymbol{H}}^{-1}(\Omega) \cap \boldsymbol{L}_{\alpha+1, \beta}^{2}(\Omega)$. By use of cut-off function $\Psi$ we decompose the solution $\{\boldsymbol{u}, p\}$ of the problem (1.1)-(1.4) (with the homogenous Dirichlet boundary condition) on the solution of a problem in $\boldsymbol{R}^{3}$ and the solution of a Stokes problem in a bounded domain:

$$
\begin{array}{llll}
\boldsymbol{u}=\boldsymbol{U}+\boldsymbol{V} & \text { where } & \boldsymbol{U}=(1-\Psi) \boldsymbol{u}, \quad \boldsymbol{V}=\Psi \boldsymbol{u} \\
p=\sigma+\tau & \text { where } & \sigma=(1-\Psi) p, \quad \tau=\Psi p
\end{array}
$$

where $\Psi \in C_{0}^{\infty}, \operatorname{supp} \Psi \subset \subset B_{\rho_{1}}$ such that $\Psi \equiv 1$ on $B_{\rho_{0}}, 0<\rho_{0}<\rho_{1}<\rho$ so that $\boldsymbol{R}^{3} \backslash \Omega \subset B_{\rho_{0}}$. We get that $\{\boldsymbol{U}, \sigma\}$ is a weak solution of the modified Oseen problem in $\boldsymbol{R}^{3}$

$$
\begin{align*}
-\nu \triangle \boldsymbol{U}+k \partial_{1} \boldsymbol{U}-(\omega \times \boldsymbol{x}) \cdot \nabla \boldsymbol{U}+\omega \times \boldsymbol{U}+\nabla \sigma & =\boldsymbol{Z}_{1}  \tag{6.40}\\
\operatorname{div} \boldsymbol{U} & =-\nabla \Psi \cdot \boldsymbol{u} \tag{6.41}
\end{align*}
$$

and $\{\boldsymbol{V}, \tau\}$ is weak solution of the Stokes problem in a bounded domain $\Omega_{\rho}$

$$
\begin{align*}
-\nu \triangle \boldsymbol{V}+\nabla \tau & =\boldsymbol{Z}_{2} & \text { in } & \Omega_{\rho}  \tag{6.42}\\
\operatorname{div} \boldsymbol{V} & =\nabla \Psi \cdot \boldsymbol{u} & \text { in } & \Omega_{\rho}  \tag{6.43}\\
\left.\boldsymbol{V}\right|_{\partial \Omega_{\rho}} & =0 & & \tag{6.44}
\end{align*}
$$

where the right-hand sides are given by $\boldsymbol{Z}_{1}$ and $\boldsymbol{Z}_{2}$.

$$
\begin{aligned}
\boldsymbol{Z}_{1}= & 2 \nabla \Psi \cdot \nabla \boldsymbol{u}+\boldsymbol{u} \triangle \Psi-k \partial_{1} \Psi \boldsymbol{u}+(\nabla \Psi \cdot(\omega \times \boldsymbol{x})) \boldsymbol{u}-\nabla \Psi p \\
& +(1-\Psi) \boldsymbol{f}_{R}, \\
\boldsymbol{Z}_{2}= & -2 \nabla \Psi \cdot \nabla \boldsymbol{u}-\boldsymbol{u} \triangle \Psi+k \partial_{1} \Psi \boldsymbol{u}+\Psi[(\omega \times \boldsymbol{x}) \cdot \nabla \boldsymbol{u}-\omega \times \boldsymbol{u}] \\
& +\nabla \Psi p+\Psi \boldsymbol{f}_{R} .
\end{aligned}
$$

Let us mention that $\boldsymbol{Z}_{1} \in \boldsymbol{L}_{\alpha+1, \beta}^{2}(\Omega)$. To solve the Stokes problem on the bounded domain we use the following lemma, see [22]:

Lemma 6.2 (The Stokes problem on a bounded domain). Let $\Omega$ be a bounded domain of $\boldsymbol{R}^{n}, n \geq 2$, of class $C^{m+2}, m \geq 0$. For any

$$
\boldsymbol{f} \in \boldsymbol{W}^{m, q}(\Omega), \quad g \in W^{m+1, q}(\Omega), \quad \boldsymbol{v}_{*} \in \boldsymbol{W}^{m+2-1 / q, q}(\partial \Omega)
$$

$1<q<\infty$, with

$$
\begin{equation*}
\int_{\partial \Omega} \boldsymbol{v}_{*} \cdot \boldsymbol{n} d S=\int_{\Omega} g d \boldsymbol{x} \tag{6.45}
\end{equation*}
$$

there exists one and only one solution $\{\boldsymbol{V}, \tau\}$ to the Stokes system

$$
\begin{aligned}
-\triangle \boldsymbol{V}+\nabla \tau & =\boldsymbol{f} & & \text { in }
\end{aligned} \quad \Omega
$$

such that $\boldsymbol{V} \in \boldsymbol{W}^{m+2, q}(\Omega), \tau \in W^{m+1, q}(\Omega)$ and

$$
\begin{equation*}
\|\boldsymbol{V}\|_{m+2, q}+\|\tau-\bar{\tau}\|_{m+1, q} \leq c\left(\|\boldsymbol{f}\|_{m, q}+\left\|\boldsymbol{v}_{*}\right\|_{m+2-1 / q, q}+\|g\|_{m+1, q}\right), \tag{6.46}
\end{equation*}
$$

where $\bar{\tau}=|\Omega|^{-1} \int_{\Omega} \tau d \boldsymbol{x}$ and $c=c(m, n, q, \Omega)$.
Furthermore, for $\Omega$ of class $C^{2}$, for every

$$
\boldsymbol{f} \in \boldsymbol{W}_{0}^{-1, q}(\Omega), \quad g \in L^{q}(\Omega), \quad \boldsymbol{v}_{*} \in \boldsymbol{W}^{1-1 / q, q}(\partial \Omega)
$$

$1<q<\infty$, with (6.45) there exists one and only one $q$-generalized solution $\{\boldsymbol{V}, \tau\}$ to the Stokes system such that $\boldsymbol{V} \in \boldsymbol{W}^{1, q}(\Omega), \tau \in L^{q}(\Omega)$ and the estimate (6.46) is valid with $m=-1$.

From the results about the existence and uniqueness of solutions of the Oseen problem in $\boldsymbol{R}^{3}(6.40)$, (6.41), i.e. from Theorem 4.4 and Theorem 3.1 it follows, that a solution $\{\boldsymbol{U}, \sigma\}$ is subject of the estimate (4.31), with $\boldsymbol{f}$ and $g$ replaced by $Z_{1}$ and $-\nabla \Psi \cdot \boldsymbol{u}$, respectively. Using also the respective results in a bounded domain for (6.42)-(6.44), see Lemma 6.2 with $m=0$ and bounded domain $\Omega_{\rho}$, we get the following lemma for an exterior domain:

Lemma 6.3. Let $\Omega \subset \boldsymbol{R}^{3}$ be an exterior domain and $0<\beta \leq 1,0 \leq \alpha<y_{1}$. $\beta ; y_{1}$ is given in Lemma 4.3. Then there exists a weak solution $\{\boldsymbol{u}, p\}$ of the problem (1.1)-(1.3) with the homogenous Dirichlet boundary condition, $\boldsymbol{f}:=\boldsymbol{f}_{R}$ and $g=0$, such that $\boldsymbol{u} \in \boldsymbol{V}_{\alpha, \beta}(\Omega), p \in L_{\alpha, \beta-1}^{2}(\Omega), \nabla p \in \boldsymbol{L}_{\alpha+1, \beta}^{2}(\Omega)$ and

$$
\begin{align*}
& \|\boldsymbol{u}\|_{2, \alpha-1, \beta}+\|\nabla \boldsymbol{u}\|_{2, \alpha, \beta}+\|p\|_{2, \alpha, \beta-1}+\|\nabla p\|_{2, \alpha+1, \beta} \\
& \quad \leq C_{1}\left(\left\|\boldsymbol{f}_{R}\right\|_{2, \alpha+1, \beta}+\|\boldsymbol{u}\|_{1,2 ; A_{\rho}}+\|p\|_{0,2 ; \Omega_{\rho}}\right) \tag{6.47}
\end{align*}
$$

where $A_{\rho}:=B_{\rho} \backslash B_{\rho / 2}$, and constant $C_{1}$ does not depend on $R$.

Now, we would like to show that the preceding estimate is valid (with another constant) also if we add to the left-hand side the $L^{2}$-norm of second gradient of $\boldsymbol{u}$ on some compact subset of $\Omega$. Taking into account the assertion of Lemma 6.2 for $m=0$, we get that $\boldsymbol{u} \in \boldsymbol{W}_{l o c}^{2,2}(\Omega), p \in W_{l o c}^{1,2}(\Omega)$. Multiplying the relation (1.1)-(1.4) in an exterior domain $\Omega$ (with $g=0$ and the homogenous Dirichlet boundary condition on $\partial \Omega$ ) by $\Delta \boldsymbol{u}$ and integrating over the compact set $K_{1}$ with $A_{\rho} \subset K_{1} \subset \Omega$, we get

$$
\begin{equation*}
\|\Delta \boldsymbol{u}\|_{2 ; K_{1}} \leq C_{2}\left(\|\boldsymbol{u}\|_{2 ; K_{1}}+\|\nabla \boldsymbol{u}\|_{2 ; K_{1}}+\|p\|_{2 ; K_{1}}+\|\nabla p\|_{2 ; K_{1}}+\left\|\boldsymbol{f}_{R}\right\|_{2 ; K_{1}}\right) \tag{6.48}
\end{equation*}
$$

Using (6.47), (6.48) and the known relation

$$
\left\|\nabla^{2} \boldsymbol{u}\right\|_{2 ; K} \leq c\left(\|\Delta \boldsymbol{u}\|_{2 ; K_{1}}+\|\nabla \boldsymbol{u}\|_{2 ; K_{1}}\right)
$$

with $A_{\rho} \subset K \subset K_{1}$, we get
Corollary 6.4. In conditions of Lemma 6.3 the following estimate is valid and constant $C$ does not depend on $R$ :

$$
\begin{align*}
& \|\boldsymbol{u}\|_{2, \alpha-1, \beta}+\|\nabla \boldsymbol{u}\|_{2, \alpha, \beta}+\left\|\nabla^{2} \boldsymbol{u}\right\|_{2 ; A_{\rho}}+\|p\|_{2, \alpha, \beta-1}+\|\nabla p\|_{2, \alpha+1, \beta} \\
& \quad \leq C\left(\left\|\boldsymbol{f}_{R}\right\|_{2, \alpha+1, \beta}+\|\boldsymbol{u}\|_{1,2 ; A_{\rho}}+\|p\|_{0,2 ; \Omega_{\rho}}\right) \tag{6.49}
\end{align*}
$$

Now, we will prove that the estimate (6.49) is valid without the right-hand side terms containing $\boldsymbol{u}$ and $p$ with constant $c$ which does not depend on $R$, i.e. we will prove:

$$
\begin{align*}
& \|\boldsymbol{u}\|_{2, \alpha-1, \beta}+\|\nabla \boldsymbol{u}\|_{2, \alpha, \beta}+\left\|\nabla^{2} \boldsymbol{u}\right\|_{2 ; A_{\rho}}+\|p\|_{2, \alpha, \beta-1}+\|\nabla p\|_{2, \alpha+1, \beta} \\
& \quad \leq c\left\|\boldsymbol{f}_{R}\right\|_{2, \alpha+1, \beta} \tag{6.50}
\end{align*}
$$

Let us define the norms:

$$
\begin{aligned}
&\|(\boldsymbol{v}, q)\|_{(1)}:=\|\boldsymbol{v}\|_{1,2 ; A_{\rho}}+\|q\|_{0,2 ; \Omega_{\rho}} \\
&\|(\boldsymbol{v}, q)\|_{(2)}:=\|\boldsymbol{v}\|_{2, \alpha-1, \beta}+\|\nabla \boldsymbol{v}\|_{2, \alpha, \beta}+\left\|\nabla^{2} \boldsymbol{v}\right\|_{2 ; A_{\rho}} \\
&+\|q\|_{2, \alpha, \beta-1}+\|\nabla q\|_{2, \alpha+1, \beta} .
\end{aligned}
$$

For the corresponding Hilbert spaces $H_{1}, H_{2}$, we have $H_{2} \hookrightarrow \hookrightarrow H_{1}$. Let us assume that the estimate (6.50) is not true. This means that there is a sequence of
functions $\left\{\boldsymbol{f}_{R_{k}}^{(k)}\right\}_{k=1}^{\infty}$ with $R_{k} \rightarrow+\infty$, a sequence of corresponding solutions $\left\{\left(\boldsymbol{u}_{k}, p_{k}\right)\right\}_{k=1}^{\infty}$ and a sequence of constants $\left\{c_{k}\right\}_{k=1}^{\infty} \rightarrow \infty$ such that:

$$
\begin{aligned}
1 & \equiv\left\|\boldsymbol{u}_{k}\right\|_{2, \alpha-1, \beta}+\left\|\nabla \boldsymbol{u}_{k}\right\|_{2, \alpha, \beta}+\left\|\nabla^{2} \boldsymbol{u}_{k}\right\|_{2 ; A_{\rho}}+\left\|p_{k}\right\|_{2, \alpha, \beta-1}+\left\|\nabla p_{k}\right\|_{2, \alpha+1, \beta} \\
& \equiv\left\|\left(\boldsymbol{u}_{k}, p_{k}\right)\right\|_{(2)} \geq c_{k}\left\|\boldsymbol{f}_{R_{k}}^{(k)}\right\|_{2, \alpha+1, \beta} .
\end{aligned}
$$

So we get $\left\{\left\|\boldsymbol{f}_{R_{k}}^{(k)}\right\|_{2, \alpha+1, \beta}\right\}_{k} \rightarrow 0$. The sequence $\left\{\left(\boldsymbol{u}_{k}, p_{k}\right)\right\}_{k=1}^{\infty}$ is bounded in the norm $\|\cdot\|_{(2)}$, so there is a subsequence of this sequence (we will denote this subsequence using the same notation) with the weak limit ( $\boldsymbol{u}, p$ ) in the corresponding Hilbert space $H_{2}$. So, $(\boldsymbol{u}, p)$ is a solution of the problem with the zero right-hand side. Due to uniqueness given by Theorem 5.1 we conclude that $\|(\boldsymbol{u}, p)\|_{(2)}=0$. Because $H_{2} \hookrightarrow \hookrightarrow H_{1}$, we have $\left\|\left(\boldsymbol{u}-\boldsymbol{u}_{k}, p-p_{k}\right)\right\|_{(1)} \rightarrow 0$. From Corollary 6.4 we also get

$$
\left\|\left(\boldsymbol{u}-\boldsymbol{u}_{k}, p-p_{k}\right)\right\|_{(2)} \rightarrow 0
$$

i.e. $\left\{\left(\boldsymbol{u}_{k}, p_{k}\right)\right\}_{k=1}^{\infty}$ converges strongly in $H_{2}$. Because $\left\|\left(\boldsymbol{u}_{k}, p_{k}\right)\right\|_{(2)}=1$ for $k \in \boldsymbol{N}$, so we also get $\|(\boldsymbol{u}, p)\|_{(2)}=1$. This is the contradiction.

So, we proved the following
THEOREM 6.5. Let $\Omega \subset \boldsymbol{R}^{3}$ be an exterior domain and $0<\beta \leq 1,0 \leq \alpha<$ $y_{1} \cdot \beta ; y_{1}$ is given in Lemma 4.3, $\boldsymbol{f} \in \boldsymbol{L}_{\alpha+1, \beta}^{2}(\Omega)$. Then there exists a weak solution $\{\boldsymbol{u}, p\}$ of the problem (1.1)-(1.3) with the homogenous Dirichlet boundary condition on $\partial \Omega, g=0$, such that $\boldsymbol{u} \in \boldsymbol{V}_{\alpha, \beta}(\Omega), p \in L_{\alpha, \beta-1}^{2}(\Omega), \nabla p \in \boldsymbol{L}_{\alpha+1, \beta}^{2}(\Omega)$ and

$$
\|\boldsymbol{u}\|_{2, \alpha-1, \beta}+\|\nabla \boldsymbol{u}\|_{2, \alpha, \beta}+\|p\|_{2, \alpha, \beta-1}+\|\nabla p\|_{2, \alpha+1, \beta} \leq C\|\boldsymbol{f}\|_{2, \alpha+1, \beta} .
$$

REMARK 6.6. The used contradiction argument is based on a subtle choice of the sequence $\left\{\boldsymbol{f}_{R_{k}}^{(k)}\right\}_{k}$ with $R_{k} \rightarrow+\infty$. We cannot construct a contradiction separately for $\boldsymbol{f}_{R}$ with fixed $R$ because then the constant $c$ in (6.50) may depend on $R$.

### 6.2. Non-homogenous cases.

In this subsection we take into account the non-homogenous Dirichlet boundary condition and the non-homogenous continuity equation.

We can prove the following extension of Theorem 6.5 for the case $g \neq 0$ :
COROLLARY 6.7. Let $\Omega \subset \boldsymbol{R}^{3}$ be an exterior domain and $0<\beta \leq 1$, $0 \leq \alpha<y_{1} \cdot \beta ; y_{1}$ is given in Lemma 4.3, $\boldsymbol{f} \in \boldsymbol{L}_{\alpha+1, \beta}^{2}(\Omega), g \in W_{0}^{1,2}(\Omega)$, with $\operatorname{supp} g=$
$K \subset \subset \Omega$ and $\int_{\Omega} g d \boldsymbol{x}=0$. Then there exists a weak solution $\{\boldsymbol{u}, p\}$ of the problem (1.1)-(1.3) with the homogenous boundary condition on $\partial \Omega$ such that $\boldsymbol{u} \in \boldsymbol{V}_{\alpha, \beta}(\Omega)$, $p \in L_{\alpha, \beta-1}^{2}(\Omega), \nabla p \in L_{\alpha+1, \beta}^{2}(\Omega)$ and

$$
\|\boldsymbol{u}\|_{2, \alpha-1, \beta}+\|\nabla \boldsymbol{u}\|_{2, \alpha, \beta}+\|p\|_{2, \alpha, \beta-1}+\|\nabla p\|_{2, \alpha+1, \beta} \leq C\left(\|\boldsymbol{f}\|_{2, \alpha+1, \beta}+\|g\|_{1,2}\right)
$$

First of all let us recall the lemma which will be used for the extension of our results to the case with nonzero divergence:

Lemma 6.8 (M. E. Bogovski, G. P. Galdi, H. Sohr). Let $\Omega \subseteq \boldsymbol{R}^{n}, n \geq 2$, be a bounded Lipschitz domain, and $1<q<\infty, n \in N$. Then for each $g \in W_{0}^{k, q}(\Omega)$ with $\int_{\Omega} g d \boldsymbol{x}=0$, there exists $\boldsymbol{G} \in\left(W_{0}^{k+1, q}(\Omega)\right)^{n}$ satisfying

$$
\operatorname{div} \boldsymbol{G}=g, \quad\|\boldsymbol{G}\|_{\left(W_{0}^{k+1, q}(\Omega)\right)^{n}} \leq C\|g\|_{W_{0}^{k, q}(\Omega)}
$$

with some constant $C=C(q, k, \Omega)>0$.
For the proof and further references see e.g. [31, Lemma 2.3.1].
Proof of Corollary 6.7. Using Lemma 6.8 we find $\boldsymbol{G} \in \boldsymbol{W}_{0}^{2,2}(\Omega)$, $\operatorname{supp} \boldsymbol{G} \subset \mathscr{K}$, where $\mathscr{K}$ is a bounded Lipschitz domain being contained in $\varepsilon$-neighbourhood $\mathscr{K}_{\varepsilon}$ of compact set $K$ for an arbitrary $\varepsilon>0$, $\operatorname{div} \boldsymbol{G}=g$, $\|\boldsymbol{G}\|_{2,2} \leq C\|g\|_{1,2}$. We choose $\varepsilon$ such that $\mathscr{K}_{\varepsilon} \subset \Omega$. Let us assume the following problem

$$
\begin{array}{rlrl}
-\nu \Delta \boldsymbol{U}+k \partial_{1} \boldsymbol{U}-(\omega \times \boldsymbol{x}) \cdot \nabla \boldsymbol{U}+\omega \times \boldsymbol{U}+\nabla p & =\boldsymbol{F} & \text { in } \Omega \\
\operatorname{div} \boldsymbol{U} & =0 & & \text { in } \Omega
\end{array}
$$

with the homogenous Dirichlet boundary condition for $\boldsymbol{U}$, where $\boldsymbol{U}=\boldsymbol{u}-\boldsymbol{G}$, $\boldsymbol{F}=\boldsymbol{f}+\nu \Delta \boldsymbol{G}-k \partial_{1} \boldsymbol{G}+(\omega \times \boldsymbol{x}) \cdot \nabla \boldsymbol{G}-\omega \times \boldsymbol{G}$. The assertion of Corollary 6.7 follows from Theorem 6.5.

Now we justify our third main theorem.
THEOREM 6.9. Let $\Omega \subset \boldsymbol{R}^{3}$ be an exterior domain and $0<\beta \leq 1$, $0 \leq \alpha<y_{1} \cdot \beta ; y_{1}$ is given in Lemma 4.3, $\boldsymbol{f} \in \boldsymbol{L}_{\alpha+1, \beta}^{2}(\Omega), g \in W_{0}^{1,2}(\Omega)$, with $\operatorname{supp} g=$ $K \subset \subset \Omega$ and $\int_{\Omega} g d \boldsymbol{x}=0$. Then there exists a weak solution $\{\boldsymbol{u}, p\}$ of the problem (1.1)-(1.4) such that $\boldsymbol{u} \in \boldsymbol{V}_{\alpha, \beta}(\bar{\Omega}), p \in L_{\alpha, \beta-1}^{2}(\Omega), \nabla p \in \boldsymbol{L}_{\alpha+1, \beta}^{2}(\Omega)$ and

$$
\begin{aligned}
& \|\boldsymbol{u}\|_{2, \alpha-1, \beta}+\|\nabla \boldsymbol{u}\|_{2, \alpha, \beta}+\|p\|_{2, \alpha, \beta-1}+\|\nabla p\|_{2, \alpha+1, \beta} \\
& \quad \leq C\left(\|\boldsymbol{f}\|_{2, \alpha+1, \beta}+\|g\|_{1,2}+\omega^{2}+\omega+k^{2}+k\right) .
\end{aligned}
$$

Proof. Let $\rho>0$ be such that $\boldsymbol{R}^{3} \backslash B_{\rho / 2} \subset \Omega$. Let $\Phi=\Phi(z) \in C_{0}^{\infty}(\langle 0,+\infty))$ be a non-increasing cut-off function such that $\Phi(z) \equiv 1$ for $z<1 / 2$ and $\Phi(z) \equiv 0$ for $z>1$. Let $\left|\Phi^{\prime}\right| \leq 3$. Let $\Phi_{\rho} \equiv \Phi_{\rho}(\boldsymbol{x}) \equiv \Phi(|\boldsymbol{x}| / \rho)$. We have $\left|\nabla \Phi_{\rho}\right| \leq 3 / \rho$ and $\left|\partial_{1} \Phi_{\rho}\right| \leq 3 / \rho$ for $\boldsymbol{x} \in \boldsymbol{R}^{3}, \rho / 2 \leq|\boldsymbol{x}| \leq \rho$. Let us define $\widetilde{\boldsymbol{u}}=\boldsymbol{u}-\left[(\omega \times \boldsymbol{x})-k \boldsymbol{e}_{1}\right]$. $\Phi_{\rho}(\boldsymbol{x})$. Then function ( $\left.\widetilde{\boldsymbol{u}}, p\right)$ satisfies to (1.1)-(1.3) with the homogenous Dirichlet boundary condition, where $\boldsymbol{f} \in \boldsymbol{L}_{\alpha+1, \beta}^{2}(\Omega)$ is replaced by some another function $\widetilde{\boldsymbol{f}} \in \boldsymbol{L}_{\alpha+1, \beta}^{2}(\Omega)$, and $g$ by another function $\widetilde{g} \in C_{0}^{\infty}(\Omega)$ with $\operatorname{supp} \widetilde{g}=K \cup A_{\rho}$, $A_{\rho}:=B_{\rho} \backslash \overline{B_{\rho / 2}} \subset \subset \Omega$ and

$$
\int_{\Omega} \widetilde{g} d x=0 .
$$

So, using now Corollary 6.7 we get the assertion of Theorem 6.9.

## Appendix A.

Relation (2.14) follows from an estimate of the derivative of $F_{1}$ :

$$
\begin{aligned}
\frac{\partial}{\partial s} F_{1}(s, r) \equiv & \frac{\partial}{\partial s}\left\{F_{\alpha, \beta}(s, r)-\left(1-\kappa^{-1}\right) k \delta \varepsilon(\beta-\alpha) s\right\} \\
= & -\nu \alpha^{2} \delta^{2} \varepsilon \frac{1}{1+\delta r}-2 \nu \alpha \beta \delta \varepsilon \frac{1}{r}-2 \nu \beta^{2} \varepsilon^{2} \frac{1+\delta r}{r} \frac{1}{(1+\varepsilon s)^{2}} \\
& -k \alpha \delta \varepsilon+k \alpha \delta \frac{1}{r}(1+2 \varepsilon s)+k \beta \varepsilon(1+\delta r) \frac{1}{r} \\
& -\left(1-\kappa^{-1}\right) k \delta \varepsilon(\beta-\alpha) \\
\geq & \delta \varepsilon\left\{r^{-1}\left[k(\alpha / \varepsilon+\beta / \delta)-\nu \alpha^{2}-2 \nu \alpha \beta-2 \nu \beta^{2} \varepsilon / \delta\right]\right. \\
& \left.+\left[-2 \nu \beta^{2} \varepsilon+k(\beta-\alpha) / \kappa\right]\right\} \geq 0 .
\end{aligned}
$$

The last inequality follows from the fact that we have $k \alpha / \varepsilon \geq \nu \alpha^{2}+2 \nu \alpha \beta$, $k \beta / \delta \geq 2 \nu \beta^{2} \varepsilon / \delta, k(\beta-\alpha) / \kappa \geq 2 \nu \beta^{2} \varepsilon$ if $\varepsilon \leq(1 /(2 \kappa))(k / \nu)\left((\beta-\alpha) / \beta^{2}\right)$. Hence, if the last inequality (which is included in the conditions of Lemma 2.5) is satisfied then $(\partial / \partial s) F_{1}(s, r) \geq 0$. So, we get immediately:

$$
F_{1}(s, r) \geq F_{1}(0, r) \equiv-k \alpha \delta-\nu \alpha^{2} \delta^{2}(1+\delta r)^{-1} \geq-\alpha \delta k\left(1+\nu k^{-1} \alpha \delta\right)
$$

## Appendix B.

Let us show that all conditions on $\alpha, \beta, \delta, \varepsilon, \kappa$ used in the proof of Lemma 4.3 are compatible if $0<\beta \leq 1,0 \leq \alpha<y_{1} \beta$. Let us collect these assumptions: $0<\delta<2 \varepsilon, 1<\kappa \leq 2 \varepsilon / \delta+\delta /(2 \varepsilon)-1,0 \leq \alpha<\beta, \varepsilon \leq\left(1 /\left(2 \kappa^{2}\right)\right) \cdot(k / \nu) \cdot((\beta-\alpha) /$ $\left.\beta^{2}\right), \delta \leq(k / \nu) \cdot(\kappa-1) /(\kappa \beta), \alpha \leq\left(1 /\left(2 \kappa^{4}\right)\right) \cdot(k / \nu) \cdot\left(\beta \beta^{*} /(\alpha+\beta)\right)^{2} \varepsilon$.

From $\quad \alpha \leq\left(1 /\left(2 \kappa^{4}\right)\right) \cdot(k / \nu) \cdot\left(\beta \beta^{*} /(\alpha+\beta)\right)^{2} \varepsilon, \quad$ and $\quad \varepsilon \leq\left(1 /\left(2 \kappa^{2}\right)\right) \cdot(k / \nu)$. $\left((\beta-\alpha) / \beta^{2}\right)$ we get $\alpha \leq\left(1 /\left(4 \kappa^{6}\right)\right) \cdot\left(\beta^{*}\right)^{2}(\beta-\alpha) /(\alpha+\beta)^{2}$. So we get $(\kappa>1$, $\beta \leq 1): \alpha / \beta \leq\left(1 /\left(4 \kappa^{6}\right)\right)(1-\alpha / \beta) /(1+\alpha / \beta)^{2}$. By substitution $y=\alpha / \beta$ we get the inequality

$$
\begin{equation*}
4 y^{3}+8 y^{2}+4 y+\kappa^{-6} \cdot(y-1) \leq 0 \tag{6.51}
\end{equation*}
$$

Taking into account the condition $0 \leq \alpha<\beta$ we seek for solutions from $[0,1)$. It is clear that the equation $4 y^{3}+8 y^{2}+y+\kappa^{-6}(y-1)=0$ has a unique real solution $y_{\kappa} \in(0,1)$ for $\kappa>1$. It is also clear that arbitrary $y \in\left[0, y_{\kappa}\right)$ solves (6.51). The value $y_{\kappa}$ as a function of $\kappa$ is decreasing. For $\kappa \rightarrow 1$ we get the inequality $4 y^{3}+8 y^{2}+5 y-1 \leq 0$. This respective equation has a unique solution $y_{1}=(\sqrt{13} /(6 \sqrt{6})+53 / 216)^{1 / 3}+(1 / 30)(\sqrt{13} /(6 \sqrt{6})+53 / 216)^{-1 / 3}$. Approximately, with an error less than $10^{-8}$ we have $y_{1} \doteq 0.1582981$, ( $y_{1}>1 / 7$ ). If $0 \leq \alpha<y_{1} \beta$ then there is $\kappa>1$ sufficiently close to number 1 , such that $0 \leq \alpha \leq y_{\kappa} \beta$, so the relation $\alpha \leq\left(1 /\left(4 \kappa^{6}\right)\right) \cdot\left(\beta^{*}\right)^{2}(\beta-\alpha) /(\alpha+\beta)^{2}$ is satisfied. Then we can define $\varepsilon=1 /\left(2 \kappa^{2}\right) \cdot(k / \nu) \cdot\left((\beta-\alpha) /\left(\beta^{2}\right)\right)$. The relation $\varepsilon \leq(1 /(2 \kappa)) \cdot(k / \nu) \cdot(1 / \beta)$ is satisfied. Then we take sufficiently small $\delta>0$ such that $0<\delta<2 \varepsilon$ and $1<\kappa \leq 2 \varepsilon / \delta+\delta /(2 \varepsilon)-1$. Hence, all conditions which we assume in the proof of Lemma 4.3 are satisfied.
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#### Abstract

We consider a system arising by linearization of a model for stationary viscous incompressible flow past a rotating and translating rigid body. Using a fundamental solution proposed by Guenther and Thomann [J. Math. Fluid Mech., 8 (2006), pp. 77-98], we derive a representation formula for the velocity field. This formula is then used to obtain pointwise decay estimates and to identify a leading term with respect to this decay. In addition, we prove a representation theorem for weak solutions of the stationary Navier-Stokes system with Oseen and rotational terms.
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1. Introduction. We consider the system of equations

$$
\begin{align*}
& -\Delta u(z)-(U+\omega \times z) \cdot \nabla u(z)+\omega \times u(z)+\nabla \pi(z)=f(z), \quad \operatorname{div} u(z)=0  \tag{1.1}\\
& \text { for } z \in \mathbb{R}^{3} \backslash \overline{\mathfrak{D}}
\end{align*}
$$

This system arises by linearization and normalization of a mathematical model describing the stationary flow of a viscous incompressible fluid around a rigid body moving at a constant velocity and rotating at a constant angular velocity, under the assumption that the velocity of the body and its angular velocity are parallel to each other. The open set $\mathfrak{D} \subset \mathbb{R}^{3}$ describes the rigid body, the vector $U \in \mathbb{R}^{3} \backslash\{0\}$ represents the constant translational velocity of this body, and the vector $\omega \in \mathbb{R}^{3} \backslash\{0\}$ represents its constant angular velocity. The given function $f: \mathbb{R}^{3} \backslash \overline{\mathfrak{D}} \mapsto \mathbb{R}^{3}$ stands for an exterior force, and the unknowns $u: \mathbb{R}^{3} \backslash \overline{\mathfrak{D}} \mapsto \mathbb{R}^{3}$ and $\pi: \mathbb{R}^{3} \backslash \overline{\mathfrak{D}} \mapsto \mathbb{R}$ correspond respectively to the normalized velocity and pressure field of the fluid. More information on the physical background of (1.1) may be found in [22, Chapter 1]. Since (1.1) is related to the case that translational and angular velocities of the rigid body in question are parallel, we assume that the vectors $U$ and $\omega$ point in the same or in the opposite direction. If the two types of velocities are not parallel, terms depending on time have to be included in a suitable mathematical model, and the corresponding problem has to be studied by different methods. We refer to [12] for more details.

[^2]We are interested only in the case $U \neq 0$. Thus we may suppose without loss of generality that there is some $\tau>0$ with $U=-\tau(1,0,0)$, and hence $\omega=\varrho(1,0,0)$ for some $\varrho \in \mathbb{R} \backslash\{0\}$. In this way we end up with the following variant of (1.1):

$$
\begin{equation*}
L(u)+\nabla \pi=f, \quad \operatorname{div} u=0 \quad \text { in } \mathbb{R}^{3} \backslash \overline{\mathfrak{D}}, \tag{1.2}
\end{equation*}
$$

where the differential operator $L$ is defined by

$$
\begin{align*}
& L(u)(z):=-\Delta u(z)+\tau \partial_{1} u(z)-(\omega \times z) \cdot \nabla u(z)+\omega \times u(z)  \tag{1.3}\\
& \text { for } u \in W_{l o c}^{2,1}(U)^{3}, z \in U, U \subset \mathbb{R}^{3} \text { open. }
\end{align*}
$$

The aim of the work at hand is twofold. First we want to represent suitably regular functions $u: \mathbb{R}^{3} \backslash \overline{\mathfrak{D}} \mapsto \mathbb{R}^{3}$ in terms of $L(u)+\nabla \pi, \operatorname{div} u, u|\partial \mathfrak{D}, \nabla u| \partial \mathfrak{D}$, and $\pi \mid \partial \mathfrak{D}$. Note that we do not suppose $\operatorname{div} u$ to vanish. The second aim of this article consists in using our representation theorem in order to link the decay of $|u(x)|$ and $|\nabla u(x)|$ for $|x| \rightarrow \infty$ with that of $|(L(u)+\nabla \pi)(x)|$ and $|\operatorname{div} u(x)|$. In particular, for a solution $(u, \pi)$ of (1.2), we obtain a link between the decay of $|u(x)|$ and $|\nabla u(x)|$ on the one hand and the asymptotic behavior of $|f(x)|$ for $|x| \rightarrow \infty$ on the other. In addition we derive an asymptotic profile of $u(x)$ for $|x| \rightarrow \infty$, and we extend our representation formula to weak solutions of the Navier-Stokes system with Oseen and rotational terms.

The starting point of our theory is a fundamental solution constructed by Guenther and Thomann [27] for the time-dependent variant of (1.1). At the end of their article, Guenther and Thomann indicate that by integrating their solution with respect to time, they obtain a fundamental solution to (1.1). In [7], we took up this hint in order to derive a representation formula of the type mentioned above (related to (1.1) instead of (1.2)); see [7, Theorem 4.3]. However, we assumed $u$ to be $C^{2}$ and $\pi$ to be $C^{1}$, we required a rather strong decay of $u(x)$ and $\pi(x)$, and we did not prove some crucial auxiliary results (see [7, inequality (3.6), Lemma 4.1, Theorem 4.1]; compare with the comments in section 2 before Lemma 2.16).

In the present article we consider (1.2) instead of (1.1) to simplify our presentation. This does not mean a loss of generality. We will fill the gaps left in [7] (see Lemma 2.16 and Theorems 2.17 and 2.18), and we will extend our representation formula to functions $u$ and $\pi$ with regularity and rate of decay corresponding to those of a weak solution to (1.2). More precisely, we will assume that $u$ belongs to $L^{6}\left(\mathbb{R}^{3} \backslash \overline{\mathfrak{D}}\right)^{3}$, and $\nabla u$ and $\pi$ are $L^{2}$ in $\mathbb{R}^{3} \backslash \overline{\mathfrak{D}}$, and both $u$ and $\pi$ are locally $L^{p}$-regular for some $p>1$ (Theorem 4.6). As a consequence of our representation formula, we will specify conditions on $L(u)+\nabla \pi$ and $\operatorname{div} u$ such that

$$
\begin{align*}
& |u(x)|=O\left[\left(|x|\left(1+\tau\left(|x|-x_{1}\right)\right)\right)^{-1}\right]  \tag{1.4}\\
& |\nabla u(x)|=O\left[\left(|x|\left(1+\tau\left(|x|-x_{1}\right)\right)\right)^{-3 / 2}\right] \quad \text { for }|x| \rightarrow \infty
\end{align*}
$$

(Theorem 5.3). In the case that $L(u)+\nabla \pi$ and $\operatorname{div} u$ have compact support, we will identify an asymptotic profile of $u(x)$ for $|x| \rightarrow \infty$ (Theorem 5.4). Finally, in Theorem 5.5, we will present a representation formula for weak solutions to the nonlinear problem

$$
\begin{align*}
& -\Delta u(z)+\tau \partial_{1} u(z)-(\omega \times z) \cdot \nabla u(z)+\omega \times u(z)+\tau(u(z) \cdot \nabla) u(z)=f(z)  \tag{1.5}\\
& \operatorname{div} u(z)=0 \quad \text { for } z \in \mathbb{R}^{3} \backslash \overline{\mathfrak{D}}
\end{align*}
$$

(stationary Navier-Stokes system with Oseen and rotational terms). The key element of our theory is the fundamental solution of (1.1) mentioned above (which we adapt to (1.2), of course). Since this solution is only very briefly discussed in [27], we will present detailed proofs of its key properties, except for some features already set out in [7].

Our results are the best possible in two respects. First, for the velocity part $u$ of a solution $(u, \pi)$ of the Oseen system

$$
\begin{equation*}
-\Delta u+\tau \partial_{1} u+\nabla \pi=f, \quad \operatorname{div} u=0 \quad \text { in } \mathbb{R}^{3} \backslash \overline{\mathfrak{D}} \tag{1.6}
\end{equation*}
$$

the decay rates stated in (1.4) cannot be improved in general. This follows from the asymptotic expansions in [20, (VII.6.18), (VII.6.20)], and from the behavior of the Oseen fundamental solution as exhibited in [35, (1.15)]. Since it cannot be expected that a solution of system (1.2) decays faster than an Oseen flow, the decay rates in (1.4) should be optimal. Of course, these relations hold only if the right-hand side $f$ in (1.2) and (1.6), respectively, tends to zero sufficiently fast for $|x| \rightarrow \infty$. In this respect, in view of applications to the nonlinear problem (1.5), it is important to find decay conditions on $f$ that are as weak as possible but still allow us to maintain (1.4). For solutions of the Oseen system, such conditions were derived in [35, section 3]. We obtain inequality (1.4) for solutions of the rotational problem (1.2) under these same conditions. This is the second optimal feature of our theory.

The work at hand was inspired by Galdi and Silvestre [24], [25], who proved existence, uniqueness, and decay results for solutions of the linear problem (1.2), and also for solutions of the nonlinear system (1.5), under Dirichlet boundary conditions. Concerning decay results pertaining to (1.2), the theory in [24], [25] states that if $(u, \pi)$ is a solution to (1.2) with

$$
\begin{equation*}
\sup \left\{|u(x)||x|: x \in \mathbb{R}^{3} \backslash B_{S}\right\}<\infty \quad \text { for some } S>0 \text { with } \overline{\mathfrak{D}} \subset B_{S} \tag{1.7}
\end{equation*}
$$

("physical reasonable solution"), if $\|\pi\|_{2}<\infty, \int_{\partial \mathfrak{D}} u \cdot n^{(\mathfrak{D})} d \mathfrak{D}=0$, if $u$ and $\pi$ are locally $L^{2}$-regular, and if

$$
\begin{equation*}
\sup \left\{|f(x)|\left(|x|\left(1+\tau\left(|x|-x_{1}\right)\right)\right)^{5 / 2}: x \in \mathbb{R}^{3} \backslash B_{S}\right\}<\infty \tag{1.8}
\end{equation*}
$$

then the decay relations in (1.4) hold (see [25, Theorem 3]). Theorem 5.3 below improves this result in several respects: Assumption (1.8), which is not the best possible, is replaced by optimal conditions on $f$, as explained above. Instead of condition (1.7), we require that $u \in L^{6}\left(\mathbb{R}^{3} \backslash \overline{\mathfrak{D}}\right)^{3}$ and $\nabla u \in L^{2}\left(\mathbb{R}^{3} \backslash \overline{\mathfrak{D}}\right)^{9}$. In other words, we consider weak solutions instead of physical reasonable ones. Moreover we do not assume the zero flux condition $\int_{\partial \mathfrak{D}} u \cdot n^{(\mathfrak{D})} d \mathfrak{D}=0$, and we admit the case div $\neq 0$, although for the estimate of $|\nabla u(x)|$ indicated in (1.4), we have to require that the support of $\operatorname{div} u$ is compact (Theorem 5.3). Instead of local $L^{2}$-regularity, we suppose only local $L^{p}$-regularity for an arbitrary $p>1$.

The relevance of the work at hand, however, goes beyond some technical improvements of the results in [24] and [25]. To explain this, let us return to the Oseen system (1.6) and its nonlinear counterpart

$$
\begin{equation*}
-\Delta u+\tau \partial_{1} u+\tau(u \cdot \nabla) u+\nabla \pi=f, \quad \operatorname{div} u=0 \quad \text { in } \quad \mathbb{R}^{3} \backslash \overline{\mathfrak{D}} \tag{1.9}
\end{equation*}
$$

Since Finn's pioneering work [18], [19] at the beginning of the 1960s, a great number of papers have dealt with the asymptotic properties of solutions to (1.6) or (1.9);
see [2], [9], [44], [20, section VII.6], [21, section IX.8], [35], [5], [6], [3], for example. As a consequence of this research work, a rather complete theory is now available on the asymptotics of Oseen flows. But all the papers just mentioned are based on estimates of the Oseen fundamental solution introduced in [43]. On the other hand, concerning (1.2), although a fundamental solution has been known due to Guenther and Thomann [27], how to estimate this solution was an open problem. For this reason, the asymptotic behavior of solutions to (1.2) or its nonlinear version (1.5) had to be studied without making use of a fundamental solution. Therefore it is not astonishing that our knowledge on the asymptotics of these "rotational flows" is limited compared to the detailed theory on Oseen flows.

The work at hand should help to change this situation. In fact, our theory should make it possible to deal with rotational flows in the same way as with Oseen flows, as concerns the study of asymptotics. In fact, in Lemmas 2.12 and 2.16 and Theorems 2.17 and 2.19 below, we estimate the Guenther-Thomann fundamental solution in such a way that asymptotic properties of rotational flows become accessible via evaluation of this fundamental solution. This becomes apparent in the proofs of Theorems 5.3 and 5.4 , where we derive decay rates and an asymptotic profile of solutions to the linear problem (1.2). Moreover, our representation formula for solutions to the nonlinear problem (1.5), combined with our estimates of the Guenther-Thomann fundamental solution, might allow one to adapt the theory of the decay of nonlinear Oseen flows (solutions to (1.9)), as presented in [21, section IX.8], for example, to nonlinear rotational flows (solutions to (1.5)). But this is a subject we do not take up here.

There is another aspect of our theory we deem interesting. Due to Lemma 2.16 and Theorem 2.17 (decomposition of the Guenther-Thomann fundamental solution into the usual Stokes fundamental solution and a less singular part), we may possibly provide an access to a potential-theoretic approach to (1.2). The starting point of such a theory would be to consider a boundary integral equation consisting of the same terms as in the well-known Stokes case, plus a compact perturbation. We refer to [8] for a theory on boundary integral equations related to the Stokes system, and to [5] for a way to adapt some elements of this theory to the Oseen system. Arguments similar to those in [5] may be used in the context of (1.2).

As for other previous articles besides [7], [22], [24], [25], [27] pertaining to (1.2), (1.5) or to the time-dependent counterparts of these equations, we mention [10], [11], [12], [13], [14], [15], [16], [17], [23], [26], [28], [29], [30], [31], [32], [33], [34], [40], [41], [42]. Additional references may be found in [22].

It is perhaps interesting to briefly indicate some of the various approaches used in the preceding references in order to tackle (1.2) or (1.5) or the corresponding timedependent equations. In [24], [25], a main idea consists in reducing a boundary value problem for (1.2) to the Oseen system in the whole space $\mathbb{R}^{3}$. That latter system was then handled by using the well-known Oseen fundamental solution mentioned above and studied in [35], for example. As remarked before, the work at hand makes use of the Guenther-Thomann fundamental solution to (1.2). Other papers deal with (1.2) or (1.5) in a weighted Sobolev space setting. One may distinguish two variants of this approach. The first one uses variational calculus in $L^{2}$-spaces. This method has been applied in [9] by Farwig and in [36, 37] by Kračmar and Penel in order to solve the scalar model equations

$$
-\nu \Delta u+k \partial_{3} u=f \quad \text { in } \Omega
$$

and

$$
-\nu \Delta u+k \partial_{3} u-a \cdot \nabla u=f \text { in } \Omega,
$$

respectively, under the boundary conditions $u=0$ on $\partial \Omega$ and $u(x) \rightarrow 0$ as $|x| \rightarrow \infty$. Here $\Omega$ is an exterior domain, and $a$ is a function that may be nonconstant and nonsolenoidal. By Kračmar, Nečasová, and Penel [34], this theory was extended to (1.2) in an $L^{2}$-framework with anisotropic weights, yielding a positive answer to the existence of wake. The second approach involves more general weights in $L^{q}$-spaces, weighted multiplier and Littlewood-Paley theory, as well as the theory of one-sided Muckenhoupt weights corresponding to one-sided maximal functions. This method was first introduced by Farwig, Hishida, and Müller [14] (zero velocity at infinity) and Farwig [10], [11] (nonzero velocity at infinity) for the case that no weight is present, and then extended to the weighted case by Farwig, Krbec, and Nečasová [15], [16] and Nečasová and Schumacher [42].

Pointwise estimates, even for solutions of the nonlinear Navier-Stokes equations, can be found in [23]. Indeed, according to this latter reference, there exists a stationary strong solution of the nonlinear problem with the velocity part $u$ of this solution satisfying the estimate $|u(x)| \leq \frac{c}{|x|}$. This result must be considered with regard to the fact that the corresponding fundamental solution of (1.2) cannot be dominated by $|x-y|^{-1}$; see [14]. Moreover, this pointwise estimate suggests discussing (1.2) in weak $L^{q}$-spaces $\left(L^{3 / 2, \infty}\right.$ and $\left.L^{3, \infty}\right)$ as done in [13], [30]. Stability estimates in the $L^{2}$-setting are proved in [25], and in the $L^{3, \infty}$-setting in [31].
2. Notation, definitions, and auxiliary results. If $A \subset \mathbb{R}^{3}$, we write $A^{c}$ for the complement $\mathbb{R}^{3} \backslash A$ of $A$. The symbol $\|$ denotes the Euclidean norm of $\mathbb{R}^{3}$ and also the length of a multi-index from $\mathbb{N}_{0}^{3}$, that is, $|\alpha|:=\alpha_{1}+\alpha_{2}+\alpha_{3}$ for $\alpha \in \mathbb{N}_{0}^{3}$. The open ball centered at $x \in \mathbb{R}^{3}$ and with radius $r>0$ is denoted by $B_{r}(x)$. If $x=0$, we will write $B_{r}$ instead of $B_{r}(0)$. Put $e_{1}:=(1,0,0)$. Let $x \times y$ denote the usual vector product of $x, y \in \mathbb{R}^{3}$. Set $p^{\prime}:=(1-1 / p)^{-1}$ for $p \in(1, \infty)$.

We fix parameters $\tau \in(0, \infty), \varrho \in \mathbb{R} \backslash\{0\}$, and we set $\omega:=\varrho e_{1}$ and

$$
s_{\tau}(x):=1+\tau\left(|x|-x_{1}\right) \quad \text { for } x \in \mathbb{R}^{3} .
$$

Define the matrix $\Omega \in \mathbb{R}^{3 \times 3}$ by

$$
\Omega:=\left(\begin{array}{rrr}
0 & -\omega_{3} & \omega_{2} \\
\omega_{3} & 0 & -\omega_{1} \\
-\omega_{2} & \omega_{1} & 0
\end{array}\right)=\varrho\left(\begin{array}{rrr}
0 & 0 & 0 \\
0 & 0 & -1 \\
0 & 1 & 0
\end{array}\right)
$$

so that $\omega \times x=\Omega \cdot x$ for $x \in \mathbb{R}^{3}$. By the symbol $\mathfrak{C}$, we denote constants depending only on $\tau$ or $\omega$. We write $\mathfrak{C}\left(\gamma_{1}, \ldots, \gamma_{n}\right)$ for constants that additionally depend on parameters $\gamma_{1}, \ldots, \gamma_{n} \in \mathbb{R}$ for some $n \in \mathbb{N}$.

Let $\mathfrak{D}$ be an open bounded set in $\mathbb{R}^{3}$ with $C^{2}$-boundary $\partial \mathfrak{D}$. This set will be kept fixed throughout. We denote its outward unit normal by $n^{(\mathcal{D})}$. For $T \in(0, \infty)$, put $\mathfrak{D}_{T}:=B_{T} \backslash \overline{\mathfrak{D}}$ ("truncated exterior domain").

For $p \in[1, \infty), k \in \mathbb{N}$, and for open sets $A \subset \mathbb{R}^{3}$, we write $W^{k, p}(A)$ for the usual Sobolev space of order $k$ and exponent $p$. Its standard norm will be denoted by $\left\|\|_{k, p}\right.$. If $B \subset \mathbb{R}^{3}$ is open, define $W_{l o c}^{k, p}(B)$ as the set of all functions $g: B \mapsto \mathbb{R}$ such that $g \mid U \in W^{k, p}(U)$ for any open bounded set $U \subset \mathbb{R}^{3}$ with $\bar{U} \subset B$. Also we will need the fractional order Sobolev space $W^{2-1 / p, p}(\partial \mathfrak{D})$ equipped with its intrinsic norm, which we denote by $\left\|\|_{2-1 / p, p}(p \in(1, \infty))\right.$; see [39] for the corresponding definitions. If $\mathfrak{H}$ is a normed space whose norm is denoted by $\left\|\|_{\mathfrak{H}}\right.$, and if $n \in \mathbb{N}$, we equip the product space $\mathfrak{H}^{n}$ with a norm $\left\|\|_{\mathfrak{H}}^{(n)}\right.$ defined by $\| v \|_{\mathfrak{H}}^{(n)}:=\left(\sum_{j=1}^{n}\left\|v_{j}\right\|_{\mathfrak{H}}^{2}\right)^{1 / 2}$ for $v \in \mathfrak{H}^{n}$. But
for simplicity we will write $\left\|\|_{\mathfrak{H}}\right.$ instead of $\| \|_{\mathfrak{H}}^{(n)}$. Concerning the term $s_{\tau}(x)$, we will need the following estimates.

Lemma 2.1 (see [9, Lemma 4.3]). Let $\beta \in(1, \infty)$. Then

$$
\int_{\partial B_{r}} s_{\tau}(x)^{-\beta} d o_{x} \leq \mathfrak{C}(\beta) r \quad \text { for } r \in(0, \infty)
$$

Lemma 2.2 (see [6, Lemma 4.8]). For $x, y \in \mathbb{R}^{3}$, we have

$$
s_{\tau}(x-y)^{-1} \leq \mathfrak{C}(1+|y|) s_{\tau}(x)^{-1}
$$

Lemma 2.3 (see [4, Lemma 2]). Let $S \in(0, \infty), x \in B_{S}, t \in(0, \infty)$. Then

$$
\left|x-\tau t e_{1}\right|^{2}+t \geq \mathfrak{C}(S)\left(|x|^{2}+t\right)
$$

Lemma 2.4. Let $S \in(0, \infty), x \in B_{S}^{c}$. Then $|x| \geq \mathfrak{C}(S) s_{\tau}(x)$.
Proof. $|x| \geq S / 2+|x| / 2 \geq S / 2+\left(|x|-x_{1}\right) / 4 \geq \min \{S / 2,1 /(4 \tau)\} s_{\tau}(x)$.
Let $K$ denote the usual fundamental solution to the heat equation, that is,

$$
K(x, t):=(4 \pi t)^{-3 / 2} e^{-|x|^{2} /(4 t)} \quad \text { for } x \in \mathbb{R}^{3}, t \in(0, \infty)
$$

We recall the definition of the Kummer function ${ }_{1} F_{1}(1, c, u)$, which is given by

$$
{ }_{1} F_{1}(1, c, u):=\sum_{n=0}^{\infty}(\Gamma(c) / \Gamma(n+c)) u^{n} \quad \text { for } u \in \mathbb{R}, c \in(0, \infty) \text {, }
$$

where the letter $\Gamma$ denotes the usual gamma function. We will need the following estimates of ${ }_{1} F_{1}(1,5 / 2, u)$ and $K$.

Theorem 2.5 (see [38]). Let $S \in(0, \infty)$. Then there is $C(S)>0$ such that for $k \in\{0,1,2\}$,

$$
\begin{aligned}
& \left|d^{k} / d u^{k}\left(e^{-u}{ }_{1} F_{1}(1,5 / 2, u)\right)\right| \leq C(S) u^{-3 / 2-k} \quad \text { for } u \in[S, \infty) \\
& \left|d^{k} / d u^{k}{ }_{1} F_{1}(1,5 / 2, u)\right| \leq C(S) \quad \text { for } u \in[-S, S]
\end{aligned}
$$

Lemma 2.6 (see [45]). For $\alpha \in \mathbb{N}_{0}^{3}, l \in \mathbb{N}_{0}$ with $|\alpha|+2 l \leq 2$, there is $C>0$ such that

$$
\left|\partial_{x}^{\alpha} \partial_{t}^{l} K(x, t)\right| \leq C\left(|x|^{2}+t\right)^{-3 / 2-|\alpha| / 2-l} \quad \text { for } x \in \mathbb{R}^{3}, t \in(0, \infty)
$$

Of course, analogous estimates hold for $\partial_{x}^{\alpha} \partial_{t}^{l} K(x, t)$ with $|\alpha|+2 l>2$ (with a constant depending on $|\alpha|+2 l$ ), but the inequality stated in Lemma 2.6 is sufficient for our purposes. A similar remark may be made with respect to the inequalities in Theorem 2.5. Next we put

$$
\begin{aligned}
& \mathfrak{H}_{j k}(x):=x_{j} x_{k}|x|^{-2} \quad \text { for } x \in \mathbb{R}^{3} \backslash\{0\}, \\
& \Lambda_{j k}(x, t):=K(x, t)\left(\delta_{j k}-\mathfrak{H}_{j k}(x)-{ }_{1} F_{1}\left(1,5 / 2,|x|^{2} /(4 t)\right)\left(\delta_{j k} / 3-\mathfrak{H}_{j k}(x)\right)\right)
\end{aligned}
$$

for $x \in \mathbb{R}^{3} \backslash\{0\}, t \in(0, \infty), j, k \in\{1,2,3\}$. Further put

$$
\left(\Gamma_{j k}(y, z, t)\right)_{1 \leq j, k \leq 3}:=\left(\Lambda_{r s}\left(y-\tau t e_{1}-e^{-t \Omega} \cdot z, t\right)\right)_{1 \leq r, s \leq 3} \cdot e^{-t \Omega}
$$

for $y, z \in \mathbb{R}^{3}, t \in(0, \infty)$ with $y-\tau t e_{1}-e^{-t \Omega} \cdot z \neq 0$. The function $\left(\Gamma_{j k}\right)_{1 \leq j, k \leq 3}$ is the velocity part of the fundamental solution introduced by Guenther and Thomann for the time-dependent variant of (1.1), here adapted to the time-dependent variant of (1.2). As explained in [7], the functions $\Gamma_{j k}$ may be considered as smooth functions in $\mathbb{R}^{3} \times \mathbb{R}^{3} \times(0, \infty)$.

Lemma 2.7 (see [7, Corollary 3.1]). The functions $\Lambda_{j k}$ and $\Gamma_{j k}$ may be extended continuously to $\mathbb{R}^{3} \times(0, \infty)$ and $\mathbb{R}^{3} \times \mathbb{R}^{3} \times(0, \infty)$, respectively, and these extensions are $C^{\infty}$-functions $(1 \leq j, k \leq 3)$.

In particular we will always consider $\Lambda_{j k}$ and $\Gamma_{j k}$ as functions defined on $\mathbb{R}^{3} \times$ $\mathbb{R}^{3} \times(0, \infty)$. We further set

$$
E_{4 j}(x):=(4 \pi)^{-1} x_{j}|x|^{-3} \quad\left(1 \leq j \leq 3, x \in \mathbb{R}^{3} \backslash\{0\}\right)
$$

Among the properties of $\Gamma_{j k}$ proved in [27], we will use the following ones.
Theorem 2.8 (see [27, Theorem 1.3, Proposition 4.1]). Let $j, k \in\{1,2,3\}, y, z \in$ $\mathbb{R}^{3}$. Then

$$
\begin{align*}
& \partial_{t} \Gamma_{j k}(y, z, t)-\Delta_{z} \Gamma_{j k}(y, z, t)-\tau \partial z_{1} \Gamma_{j k}(y, z, t)+(\omega \times z) \cdot \nabla_{z} \Gamma_{j k}(y, z, t)  \tag{2.1}\\
& \quad-\left[\omega \times\left(\Gamma_{j s}(y, z, t)\right)_{1 \leq s \leq 3}\right]_{k}=0 \quad(t \in(0, \infty)), \\
& \Gamma_{j k}(y, z, t) \rightarrow-\partial_{k} E_{4 j}(y-z) \quad \text { for } t \downarrow 0 \text { if } y \neq z . \tag{2.2}
\end{align*}
$$

Concerning the matrix $\Omega$, we observe
Lemma 2.9. Let $x \in \mathbb{R}^{3}, t \in \mathbb{R}$. Then

$$
\left|e^{t \Omega} \cdot x\right|=|x|, \quad\left(e^{t \Omega} \cdot x\right)_{1}=x_{1}, \quad e^{t \Omega} \cdot e_{1}=e_{1}
$$

Proof. For the first equation, we refer to [7, Lemma 2.3]. The second and third immediately follow from the relation

$$
\Omega=\varrho\left(\begin{array}{rrr}
0 & 0 & 0 \\
0 & 0 & -1 \\
0 & 1 & 0
\end{array}\right)
$$

Due to Lemma 2.9, we get the following.
Lemma 2.10.

$$
\begin{equation*}
\left(\Gamma_{j k}(y, z, t)\right)_{1 \leq j, k \leq 3}=e^{-t \Omega} \cdot\left(\Lambda_{r s}\left(e^{t \Omega} \cdot y-\tau t e_{1}-z, t\right)\right)_{1 \leq r, s \leq 3} \tag{2.3}
\end{equation*}
$$

for $y, z \in \mathbb{R}^{3}, t \in(0, \infty)$.
The ensuing lemma, proved in [7], is crucial for estimating $\int_{0}^{\infty}\left|\Gamma_{j k}(y, z, t)\right| d t$ when $y$ and $z$ are close to each other.

Lemma 2.11 (see [7, Lemma 2.3]). Let $R \in(0, \infty)$. Then there are constants $C_{1}, C_{2} \in(0, \infty)$, depending on $R, \tau$, and $\omega$, such that for $y, z \in B_{R}$ with $y \neq z, t \in$ ( $0, C_{2}$ ] with $t \leq C_{1}|y-z|$, we have

$$
\left|y-\tau t e_{1}-e^{-t \Omega} \cdot z\right| \geq|y-z| / 12
$$

Note that in [7, Lemma 2.3], constants $C_{1}, C_{2}$ with the above properties were given explicitly in terms of $R, \tau$, and $\omega$. The ensuing Lemmas 2.12 to 2.14 were proved in [7], except inequalities (2.4) and (2.6), which are obvious consequences of Lemma 2.12.

Lemma 2.12 (see [7, Lemma 3.2]). For $j, k \in\{1,2,3\}, x, y, z \in \mathbb{R}^{3}, t \in$ $(0, \infty), \alpha \in \mathbb{N}_{0}^{3}$ with $|\alpha| \leq 1$, the inequalities

$$
\begin{aligned}
& \left|\partial_{x}^{\alpha} \Lambda_{j k}(x, t)\right| \leq \mathfrak{C}\left(|x|^{2}+t\right)^{-3 / 2-|\alpha| / 2} \\
& \left|\partial_{y}^{\alpha} \Gamma_{j k}(y, z, t)\right|+\left|\partial_{z}^{\alpha} \Gamma_{j k}(y, z, t)\right| \leq \mathfrak{C}\left(\left|y-\tau t e_{1}-e^{-t \Omega} \cdot z\right|^{2}+t\right)^{-3 / 2-|\alpha| / 2}
\end{aligned}
$$

hold.
Lemma 2.13 (see [7, Theorem 3.1]). Let $k \in\{0,1\}, R \in(0, \infty), y, z \in B_{R}$ with $y \neq z$. Then

$$
\int_{0}^{\infty}\left(\left|y-\tau t e_{1}-e^{-t \Omega} \cdot z\right|^{2}+t\right)^{-3 / 2-k / 2} d t \leq \mathfrak{C}(R)|y-z|^{-1-k}
$$

Due to Lemma 2.12, this means for $y, z$ as above and for $j, k \in\{1,2,3\}, \alpha \in \mathbb{N}_{0}^{3}$ with $|\alpha| \leq 1$ that

$$
\int_{0}^{\infty}\left(\left|\partial_{y}^{\alpha} \Gamma_{j k}(y, z, t)\right|+\left|\partial_{z}^{\alpha} \Gamma_{j k}(y, z, t)\right|\right) d t \leq \mathfrak{C}(R)|y-z|^{-1-|\alpha|}
$$

Let $x \in \mathbb{R}^{3} \backslash\{0\}$, and take $j, k, \alpha$ as in the preceding inequality. Then

$$
\begin{equation*}
\int_{0}^{\infty}\left|\partial_{x}^{\alpha} \Lambda_{j k}(x, t)\right| d t \leq \mathfrak{C}|x|^{-1-|\alpha|} \tag{2.4}
\end{equation*}
$$

Lemma 2.14 (see [7, Lemma 3.3]). Let $R \in(0, \infty), y \in B_{R}, \epsilon \in(0, \infty)$ with $\overline{B_{\epsilon}(y)} \subset B_{R}, z \in B_{R} \backslash B_{\epsilon}(y), x \in B_{\epsilon}^{c}, t \in(0, \infty), j, k \in\{1,2,3\}, \alpha \in \mathbb{N}_{0}^{3}$ with $|\alpha| \leq 1$. Then

$$
\begin{align*}
& \left|\partial_{y}^{\alpha} \Gamma_{j k}(y, z, t)\right|+\left|\partial_{z}^{\alpha} \Gamma_{j k}(y, z, t)\right| \leq \mathfrak{C}(R, \epsilon)\left(\chi_{(0,1]}(t)+\chi_{(1, \infty)}(t) t^{-3 / 2}\right),  \tag{2.5}\\
& \left|\partial_{x}^{\alpha} \Lambda_{j k}(x, t)\right| \leq \mathfrak{C}(\epsilon)\left(\chi_{(0,1]}(t)+\chi_{(1, \infty)}(t) t^{-3 / 2}\right) \tag{2.6}
\end{align*}
$$

In view of Lemma 2.13, we may define

$$
\begin{equation*}
\mathfrak{Z}_{j k}(y, z):=\int_{0}^{\infty} \Gamma_{j k}(y, z, t) d t, \quad \mathfrak{Y}_{j k}(x):=\int_{0}^{\infty} \Lambda_{j k}(x, t) d t \tag{2.7}
\end{equation*}
$$

for $x \in \mathbb{R}^{3} \backslash\{0\}, y, z \in \mathbb{R}^{3}$ with $y \neq z, j, k \in\{1,2,3\}$. The function $\left(\mathfrak{Z}_{j k}\right)_{1 \leq j, k \leq 3}$ is the fundamental solution of (1.2) proposed by Guenther and Thomann in [27].

Lemma 2.15. Let $j, k \in\{1,2,3\}$. Then $\mathfrak{Z}_{j k} \in C^{1}\left(\left(\mathbb{R}^{3} \times \mathbb{R}^{3}\right) \backslash\{(x, x): x \in\right.$ $\left.\left.\mathbb{R}^{3}\right\}\right), \mathfrak{Y}_{j k} \in C^{1}\left(\mathbb{R}^{3} \backslash\{0\}\right)$,

$$
\begin{align*}
& \partial y_{n} \mathfrak{Z}_{j k}(y, z)=\int_{0}^{\infty} \partial y_{n} \Gamma_{j k}(y, z, t) d t,  \tag{2.8}\\
& \partial z_{n} \mathfrak{Z}_{j k}(y, z)=\int_{0}^{\infty} \partial z_{n} \Gamma_{j k}(y, z, t) d t, \\
& \partial_{n} \mathfrak{Y}_{j k}(x)=\int_{0}^{\infty} \partial x_{n} \Lambda_{j k}(x, t) d t
\end{align*}
$$

for $y, z \in \mathbb{R}^{3}$ with $y \neq z, x \in \mathbb{R}^{3} \backslash\{0\}, n \in\{1,2,3\}$.
If $R \in(0, \infty), y, z \in B_{R}$ with $y \neq z, \alpha \in \mathbb{N}_{0}^{3}$ with $|\alpha| \leq 1$, we have

$$
\begin{equation*}
\left|\partial_{y}^{\alpha} \mathfrak{Z}_{j k}(y, z)\right|+\left|\partial_{z}^{\alpha} \mathfrak{Z}_{j k}(y, z)\right| \leq \mathfrak{C}(R)|y-z|^{-1-|\alpha|} \tag{2.9}
\end{equation*}
$$

Proof. Let $U, V \subset \mathbb{R}^{3}$ be open and bounded, with $\bar{U} \cap \bar{V} \neq \emptyset$. Then $\epsilon:=$ $\operatorname{dist}(U, V)>0$, and there is $R>0$ with $\bar{U} \cup \bar{V} \subset B_{R}$. Therefore inequality (2.5) holds for $y \in U, z \in V, t \in(0, \infty)$. Since $\int_{0}^{\infty}\left(\chi_{(0,1)}(t)+\chi_{(1, \infty)}(t) t^{-3 / 2}\right) d t<\infty$, and in view of Lemma 2.7, the continuous differentiability of $\mathfrak{Z}_{j k}$ as well as the first two equations in (2.8) follow by Lebesgue's theorem on dominated convergence. Estimate (2.9) is a consequence of (2.8) and Lemma 2.13. Analogous arguments hold for $\mathfrak{Y}_{j k}$.

Next, in Lemma 2.16 and Theorems 2.17 and 2.18, we prove some technical points that were only stated but not shown in [7]. They constituted a major obstacle in the proof of a representation formula for smooth functions $u: \overline{\mathfrak{D}}^{c} \mapsto \mathbb{R}^{3}$ in terms of $L(u)+\nabla \pi$, $\operatorname{div} u$, and $u \mid \partial \mathfrak{D}$ (Theorem 4.3). This obstacle consisted in finding a leading term in a decomposition of $\partial z_{n} \mathfrak{Z}_{j k}(y, z)$ such that the remainder term is weakly singular with respect to surface integrals in $\mathbb{R}^{3}$. The interest of such a decomposition will become apparent in the proof of Theorem 2.18. The leading term in question is in fact the function $\mathfrak{Y}_{j k}(y-z)$, which turns out to coincide with the usual fundamental solution of the Stokes system.

Lemma 2.16. Let $j, k \in\{1,2,3\}, x \in \mathbb{R}^{3} \backslash\{0\}$. Then

$$
\mathfrak{Y}_{j k}(x)=(8 \pi|x|)^{-1}\left(\delta_{j k}+x_{j} x_{k}|x|^{-2}\right) .
$$

Proof. Abbreviate $\mathfrak{F}(u):={ }_{1} F_{1}(1,5 / 2, u)$ for $u \in \mathbb{R}$. Then
$(2.10) \mathfrak{Y}_{j k}(x)$

$$
\begin{aligned}
& =\left(\delta_{j k}-\mathfrak{H}_{j k}(x)\right) \int_{0}^{\infty} K(x, t) d t \\
& \quad+\left(-\delta_{j k} / 3+\mathfrak{H}_{j k}(x)\right)(4 \pi)^{-3 / 2} \int_{0}^{\infty} t^{-3 / 2} e^{-|x|^{2} /(4 t)} \mathfrak{F}\left(|x|^{2} /(4 t)\right) d t \\
& =(4|x|)^{-1} \pi^{-3 / 2}\left(\left(\delta_{j k}-\mathfrak{H}_{j k}(x)\right) \int_{0}^{\infty} s^{-3 / 2} e^{-1 / s} d s\right. \\
& \\
& \left.\quad+\left(-\delta_{j k} / 3+\mathfrak{H}_{j k}(x)\right) \int_{0}^{\infty} s^{-3 / 2} e^{-1 / s} \mathfrak{F}(1 / s) d s\right) \\
& =(4|x|)^{-1} \pi^{-3 / 2}\left(\left(\delta_{j k}-\mathfrak{H}_{j k}(x)\right) \int_{0}^{\infty} t^{-1 / 2} e^{-t} d t\right. \\
& \\
& \left.\quad+\left(-\delta_{j k} / 3+\mathfrak{H}_{j k}(x)\right) \int_{0}^{\infty} t^{-1 / 2} e^{-t} \mathfrak{F}(t) d t\right) .
\end{aligned}
$$

But $\int_{0}^{\infty} t^{-1 / 2} e^{-t} d t=\pi^{1 / 2}$ by a result about the gamma function. Therefore, using the abbreviation

$$
A:=(1 / 4) \pi^{-3 / 2} \int_{0}^{\infty} t^{-1 / 2} e^{-t} \mathfrak{F}(t) d t
$$

we conclude from (2.10) that

$$
\begin{equation*}
\mathfrak{Y}_{j k}(x)=(4 \pi|x|)^{-1}\left(\delta_{j k}-\mathfrak{H}_{j k}(x)\right)+A|x|^{-1}\left(-\delta_{j k} / 3+\mathfrak{H}_{j k}(x)\right) . \tag{2.11}
\end{equation*}
$$

But $\int_{0}^{\infty} t^{-1 / 2} e^{-t} \mathfrak{F}(t) d t=3 \pi^{1 / 2} / 2$, as follows by some standard properties of the gamma function and by the equation $\sum_{n=1}^{\infty}((2 n-1)(2 n+1))^{-1}=1 / 2$. Therefore $A=3(8 \pi)^{-1}$, so the lemma may be deduced from (2.11).

The ensuing theorem will imply that $\nabla\left(\mathfrak{Z}_{j k}-\mathfrak{Y}_{j k}\right)$ is indeed weakly singular with respect to surface integrals in $\mathbb{R}^{3}$.

Theorem 2.17. Let $R \in(0, \infty), y, z \in B_{R}$ with $y \neq z, j, k, n \in\{1,2,3\}$. Then

$$
\begin{equation*}
\int_{0}^{\infty}\left|\partial z_{n} \Gamma_{j k}(y, z, t)-\partial z_{n} \Lambda_{j k}(y-z, t)\right| d t \leq \mathfrak{C}(R)|y-z|^{-3 / 2} \tag{2.12}
\end{equation*}
$$

Proof. Abbreviate $\epsilon:=\min \left\{C_{1}|y-z|, C_{2}\right\}$, with $C_{1}, C_{2}$ from Lemma 2.11. Further abbreviate

$$
\psi(y, z, t):=e^{t \Omega} \cdot y-\tau t e_{1}-z \quad \text { for } t \in(0, \infty), \quad \mathfrak{F}(u):={ }_{1} F_{1}(1,5 / 2, u) \text { for } u \in \mathbb{R}
$$

Recalling the choice of $\epsilon$ and referring to Lemmas 2.9 and 2.11, we find for $t \in$ $(0, \epsilon), \vartheta \in[0,1]$ that

$$
\begin{equation*}
|\psi(y, z, \vartheta t)|=\left|y-\tau \vartheta t e_{1}-e^{-\vartheta t \Omega} \cdot z\right| \geq \mathfrak{C}|y-z| \geq \mathfrak{C} \epsilon \tag{2.13}
\end{equation*}
$$

(Note that in the corresponding inequality [7, (3.7)], the term $y+t U-e^{-t \Omega} \cdot z$ was mistakenly replaced by the letter $x$.) Starting from (2.3), we split the left-hand side of (2.12) in the following way:

$$
\begin{align*}
& \int_{0}^{\infty}\left|\partial z_{n} \Gamma_{j k}(y, z, t)-\partial z_{n} \Lambda_{j k}(y-z, t)\right| d t  \tag{2.14}\\
& \leq \sum_{\nu=1}^{9} \int_{0}^{\epsilon} \mathfrak{N}_{\nu}(t) d t+\int_{\epsilon}^{\infty}\left|\partial z_{n} \Gamma_{j k}(y, z, t)\right| d t+\int_{\epsilon}^{\infty}\left|\partial z_{n} \Lambda_{j k}(y-z, t)\right| d t
\end{align*}
$$

with

$$
\begin{aligned}
& \mathfrak{N}_{1}(t)::=\left|\sum_{l=1}^{3}\left(\left(e^{-t \Omega}\right)_{j l}-\delta_{j l}\right) \partial z_{n}\left(\Lambda_{l k}(\psi(y, z, t), t)\right)\right|, \\
& \mathfrak{N}_{2}(t):=\left|\partial z_{n}(K(\psi(y, z, t), t)-K(y-z, t))\left(\delta_{j k}-\mathfrak{H}_{j k}(\psi(y, z, t))\right)\right|, \\
& \mathfrak{N}_{3}(t):=\mid \partial z_{n}\left(-K(\psi(y, z, t), t) \mathfrak{F}\left(|\psi(y, z, t)|^{2} /(4 t)\right)\right. \\
&\left.\quad+K(y-z, t) \mathfrak{F}\left(|y-z|^{2} /(4 t)\right)\right)\left(\delta_{j k} / 3-\mathfrak{H}_{j k}(\psi(y, z, t))\right) \mid, \\
& \\
& \mathfrak{N}_{4}(t):=\left|\partial z_{n}(K(y-z, t))\left(\mathfrak{H}_{j k}(\psi(y, z, t))-\mathfrak{H}_{j k}(y-z)\right)\right|, \\
& \mathfrak{N}_{5}(t):=\left|\partial z_{n}\left(K(y-z, t) \mathfrak{F}\left(|y-z|^{2} /(4 t)\right)\right)\left(\mathfrak{H}_{j k}(\psi(y, z, t))-\mathfrak{H}_{j k}(y-z)\right)\right| .
\end{aligned}
$$

The terms $\mathfrak{N}_{6}(t)$ to $\mathfrak{N}_{9}(t)$ are defined in the same way as $\mathfrak{N}_{2}(t)$ to $\mathfrak{N}_{5}(t)$, respectively, but with the derivative $\partial z_{n}$ acting on the second factor instead of the first. For example, in the definition of the term $\mathfrak{N}_{6}(t)$, the derivative is applied to the factor $\delta_{j k}-\mathfrak{H}_{j k}(\psi(y, z, t))$, instead of $K(\psi(y, z, t), t)-K(y-z, t)$ as in the definition of $\mathfrak{N}_{2}(t)$.

In order to estimate $\mathfrak{N}_{1}(t)$, we observe that the eigenvalues of the matrix $\Omega$ are $0, i|\omega|$, and $-i|\omega|$. Therefore there is an invertible matrix $A \in \mathbb{C}^{3 \times 3}$ such that

$$
\Omega=A \cdot\left(\begin{array}{rrr}
0 & 0 & 0 \\
0 & i|\omega| & 0 \\
0 & 0 & -i|\omega|
\end{array}\right) \cdot A^{-1}
$$

and hence

$$
e^{-t \Omega}=A \cdot\left(\begin{array}{rrr}
1 & 0 & 0 \\
0 & e^{-i t|\omega|} & 0 \\
0 & 0 & e^{i t|\omega|}
\end{array}\right) \cdot A^{-1}
$$

so for $r, s \in\{1,2,3\}$,

$$
\left|\left(e^{-t \Omega}\right)_{r s}-\delta_{r s}\right| \leq \mathfrak{C}(|1-\cos (|\omega| t)|+|\sin (|\omega| t)|) \leq \mathfrak{C} t
$$

Therefore, with Lemma 2.12 and (2.13),

$$
\mathfrak{N}_{1}(t) \leq \mathfrak{C} t\left(|\psi(y, z, t)|^{2}+t\right)^{-2} \leq \mathfrak{C}|\psi(y, z, t)|^{-2} \leq \mathfrak{C} \epsilon^{-2}
$$

and hence $\int_{0}^{\epsilon} \mathfrak{N}_{1}(t) d t \leq \mathfrak{C} \epsilon^{-1}$. In view of estimating $\mathfrak{N}_{2}(t)$ to $\mathfrak{N}_{9}(t)$, we observe that

$$
\begin{align*}
& \left|\partial^{\beta} \mathfrak{H}_{j k}(x)\right| \leq \mathfrak{C}|x|^{-|\beta|} \quad \text { for } x \in \mathbb{R}^{3} \backslash\{0\}, \quad \beta \in \mathbb{N}_{0}^{3} \text { with }|\beta| \leq 2  \tag{2.15}\\
& \left|\partial \vartheta\left(|\psi(y, z, \vartheta t)|^{2}\right)\right|=\left|\sum_{m=1}^{3} 2 \psi(y, z, \vartheta t)_{m} t\left(\Omega \cdot e^{\vartheta t \Omega} \cdot y-\tau e_{1}\right)_{m}\right|  \tag{2.16}\\
& \leq \mathfrak{C}|\psi(y, z, \vartheta t)| t(1+|y|) \leq \mathfrak{C}(R)|\psi(y, z, \vartheta t)| t \quad \text { for } t \in(0, \epsilon), \vartheta \in[0,1]
\end{align*}
$$

Similarly,

$$
\begin{equation*}
\left|\partial \vartheta\left(\psi(y, z, \vartheta t)_{s}\right)\right| \leq \mathfrak{C}(R) t \tag{2.17}
\end{equation*}
$$

for $t, \vartheta$ as before and for $s \in\{1,2,3\}$. In order to obtain an estimate of $\mathfrak{N}_{2}(t)$, we apply (2.17), (2.15), and Lemma 2.6 to get

$$
\begin{aligned}
& \mathfrak{N}_{2}(t) \leq \mathfrak{C}\left|\int_{0}^{1} \sum_{s=1}^{3} \partial z_{s} \partial z_{n}(K(\psi(y, z, \vartheta t), t)) \partial \vartheta\left(\psi(y, z, \vartheta t)_{s}\right) d \vartheta\right| \\
& \leq \mathfrak{C}(R) \int_{0}^{1}\left(|\psi(y, z, \vartheta t)|^{2}+t\right)^{-5 / 2} t d \vartheta \quad \text { for } t \in(0, \epsilon)
\end{aligned}
$$

By referring to (2.13), we may conclude that $\mathfrak{N}_{2}(t) \leq \mathfrak{C}(R)\left(\epsilon^{2}+t\right)^{-3 / 2}$ for $t \in(0, \epsilon)$, so $\int_{0}^{\epsilon} \mathfrak{N}_{2}(t) d t \leq \mathfrak{C}(R) \epsilon^{-1}$. Similar arguments yield that $\int_{0}^{\epsilon} \mathfrak{N}_{6}(t) d t \leq \mathfrak{C}(R) \epsilon^{-3 / 2}$. Turning to $\mathfrak{N}_{3}(t)$, we find that
$(2.18) \mathfrak{N}_{3}(t)$

$$
\begin{aligned}
& \leq \mathfrak{C} t^{-3 / 2} \mid \int_{0}^{1} \partial \vartheta \partial z_{n}\left(e^{-|\psi(y, z, \vartheta t)|^{2} /(4 t)} \mathfrak{F}\left(|\psi(y, z, \vartheta t)|^{2} /(4 t)\right)\right) d \vartheta \mid \\
&=\mathfrak{C} t^{-3 / 2} \mid \int_{0}^{1}\left(\left[e^{-u} \mathfrak{F}(u)\right]_{\left|u=|\psi(y, z, \vartheta t)|^{2} /(4 t)\right.}^{\prime \prime} \psi(y, z, \vartheta t)_{n}(2 t)^{-1}\right. \\
& \times \partial \vartheta\left(|\psi(y, z, \vartheta t)|^{2}\right)(4 t)^{-1} \\
&\left.\quad+\left[e^{-u} \mathfrak{F}(u)\right]_{\left|u=|\psi(y, z, \vartheta t)|^{2} /(4 t)\right.}^{\prime} \partial \vartheta\left(\psi(y, z, \vartheta t)_{n}\right)(2 t)^{-1}\right) d \vartheta \mid \\
& \leq \mathfrak{C}(R) t^{-3 / 2} \int_{0}^{1}\left(\left|\left[e^{-u} \mathfrak{F}(u)\right]^{\prime \prime}\right|_{\left|u=|\psi(y, z, \vartheta t)|^{2} /(4 t)\right.}|\psi(y, z, \vartheta t)|^{2} t^{-1}\right. \\
&\left.\quad+\left|\left[e^{-u} \mathfrak{F}(u)\right]^{\prime}\right|_{\left|u=|\psi(y, z, \vartheta t)|^{2} /(4 t)\right.}\right) d \vartheta \\
& \leq \mathfrak{C}(R) t^{-3 / 2} \int_{0}^{1}\left(\chi_{(0,1]}(u)(u+1)+\chi_{(1, \infty)}(u) u^{-5 / 2}\right)_{\left|u=|\psi(y, z, \vartheta t)|^{2} /(4 t)\right.} d \vartheta \\
& \leq \mathfrak{C}(R) t^{-3 / 2} \int_{0}^{1} u^{-1}\left|u=|\psi(y, z, \vartheta t)|^{2} /(4 t)\right. \\
& d \vartheta \leq \mathfrak{C}(R) t^{-1 / 2} \int_{0}^{1}|\psi(y, z, \vartheta t)|^{-2} d \vartheta
\end{aligned}
$$

Note that we applied (2.15) in the first inequality. In the second, we used (2.16) and (2.17), whereas in the third, we applied Theorem 2.5. Concerning the next-to-last inequality, we chose the upper bound $u^{-1}$ in order to obtain suitable negative powers of $t$ and $|\psi(y, z, \vartheta t)|$. Making use of (2.13), we may conclude that

$$
\int_{0}^{\epsilon} \mathfrak{N}_{3}(t) d t \leq \mathfrak{C}(R) \epsilon^{-2} \int_{0}^{\epsilon} t^{-1 / 2} d t \leq \mathfrak{C}(R) \epsilon^{-3 / 2}
$$

By exactly the same references and techniques, one may show that

$$
\int_{0}^{\epsilon} \mathfrak{N}_{7}(t) d t \leq \mathfrak{C}(R) \epsilon^{-3 / 2}
$$

Next we observe that by (2.15), (2.17), and (2.13),

$$
\begin{align*}
& \left|\partial z_{n}\left(\mathfrak{H}_{j k}(\psi(y, z, t))-\mathfrak{H}_{j k}(y-z)\right)\right|  \tag{2.19}\\
& =\left|\int_{0}^{1} \sum_{s=1}^{3} \partial z_{s} \partial z_{n}\left(\mathfrak{H}_{j k}(\psi(y, z, \vartheta t))\right) \partial \vartheta\left(\psi(y, z, \vartheta t)_{s}\right) d \vartheta\right| \\
& \leq \mathfrak{C}(R) \int_{0}^{1}|\psi(y, z, \vartheta t)|^{-2} t d \vartheta \leq \mathfrak{C}(R) \epsilon^{-2} t
\end{align*}
$$

Now we get with Lemma 2.6 that

$$
\mathfrak{N}_{8}(t) \leq \mathfrak{C}(R)\left(|y-z|^{2}+t\right)^{-3 / 2} \epsilon^{-2} t \leq \mathfrak{C}(R) \epsilon^{-2} t^{-1 / 2} \quad \text { for } t \in(0, \epsilon),
$$

so that $\int_{0}^{\epsilon} \mathfrak{N}_{8}(t) d t \leq \mathfrak{C}(R) \epsilon^{-3 / 2}$. A similar reasoning yields for $t \in(0, \epsilon)$ that

$$
\mathfrak{N}_{4}(t) \leq \mathfrak{C}(R)\left(\epsilon^{2}+t\right)^{-2} \epsilon^{-1} t \leq \mathfrak{C}(R)\left(\epsilon^{2}+t\right)^{-3 / 2} \epsilon^{-1 / 2}
$$

and hence $\int_{0}^{\epsilon} \mathfrak{N}_{4}(t) d t \leq \mathfrak{C}(R) \epsilon^{-3 / 2}$. We find with Theorem 2.5 and (2.19) that

$$
\begin{aligned}
& \mathfrak{N}_{9}(t) \leq \mathfrak{C}(R) t^{-3 / 2}\left|e^{-u} \mathfrak{F}(u)\right|_{\left|u=|y-z|^{2} /(4 t)\right.} \epsilon^{-2} t \\
& \leq \mathfrak{C}(R) \epsilon^{-2} t^{-1 / 2}\left(\chi_{(0,1]}(u)+\chi_{(1, \infty)}(u) u^{-3 / 2}\right)_{\left|u=|y-z|^{2} /(4 t)\right.} \leq \mathfrak{C}(R) \epsilon^{-2} t^{-1 / 2}
\end{aligned}
$$

for $t \in(0, \epsilon)$, and hence $\int_{0}^{\epsilon} \mathfrak{N}_{9}(t) d t \leq \mathfrak{C}(R) \epsilon^{-3 / 2}$. In the same way we get $\int_{0}^{\epsilon} \mathfrak{N}_{5}(t) d t \leq$ $\mathfrak{C}(R) \epsilon^{-3 / 2}$. It is an immediate consequence of Lemma 2.12 that

$$
\int_{\epsilon}^{\infty}\left|\partial z_{n} \Gamma_{j k}(y, z, t)\right| d t+\int_{\epsilon}^{\infty}\left|\partial z_{n} \Lambda_{j k}(y-z, t)\right| d t \leq \int_{\epsilon}^{\infty} t^{-2} d t \leq \mathfrak{C} \epsilon^{-1}
$$

Thus, in view of (2.14), we have shown that the left-hand side of (2.12) is bounded by $\mathfrak{C}(R) \epsilon^{-3 / 2}$. But since $|y-z| \leq 2 R$, and by the choice of $\epsilon$, we have $\epsilon \geq \mathfrak{C}(R)|y-z|$, so inequality (2.12) follows.

THEOREM 2.18. Let $j, k \in\{1,2,3\}, y \in \mathbb{R}^{3}, \epsilon_{0}>0, \mu \in(0,1)$, and $w \in$ $C^{\mu}\left(\overline{B_{\epsilon_{0}}(y)}\right)$. Then

$$
\begin{equation*}
\int_{\partial B_{\epsilon}(y)} \sum_{m=1}^{3} \partial z_{m} \mathfrak{\mathfrak { Z }}_{j k}(y, z)(y-z)_{m} / \epsilon w(z) d o_{z} \rightarrow 2 \delta_{j k} w(y) / 3 \quad(\epsilon \downarrow 0) . \tag{2.20}
\end{equation*}
$$

Proof. We choose $R>0$ with $\overline{B_{\epsilon_{0}}(y)} \subset B_{R}$. For $\epsilon \in\left(0, \epsilon_{0}\right]$, we observe that the difference of the left- and right-hand sides of (2.20) is bounded by $\sum_{\nu=1}^{3} \mathfrak{N}_{\nu}(\epsilon)$, with

$$
\begin{aligned}
& \mathfrak{N}_{1}(\epsilon):=\int_{\partial B_{\epsilon}(y)} \sum_{m=1}^{3}\left|\partial z_{m} \mathfrak{\mathfrak { Z }}_{j k}(y, z)\right||w(z)-w(y)| d o_{z} \\
& \mathfrak{N}_{2}(\epsilon):=|w(y)| \sum_{m=1}^{3} \int_{\partial B_{\epsilon}(y)}\left|\partial z_{m} \mathfrak{Z}_{j k}(y, z)-\partial z_{m} \mathfrak{Y}_{j k}(y-z)\right| d o_{z} \\
& \mathfrak{N}_{3}(\epsilon):=\left|w(y) \int_{\partial B_{\epsilon}(y)} \sum_{m=1}^{3} \partial z_{m} \mathfrak{Y}_{j k}(y-z)(y-z)_{m} / \epsilon d o_{z}-2 \delta_{j k} w(y) / 3\right| .
\end{aligned}
$$

Put

$$
[w]_{\mu}:=\sup \left\{\left|w(z)-w\left(z^{\prime}\right)\right|\left|z-z^{\prime}\right|^{-\mu}: z, z^{\prime} \in \overline{B_{\epsilon_{0}}(y)}, z \neq z^{\prime}\right\}
$$

Let $\epsilon \in\left(0, \epsilon_{0}\right]$. Then with (2.9) we find

$$
\mathfrak{N}_{1}(\epsilon) \leq \mathfrak{C}(R)[w]_{\mu} \int_{\partial B_{\epsilon}(y)}|y-z|^{-2+\mu} d o_{z} \leq \mathfrak{C}(R)[w]_{\mu} \epsilon^{\mu}
$$

Moreover, referring to (2.8) and to Theorem 2.17, we get

$$
\mathfrak{N}_{2}(\epsilon) \leq \mathfrak{C}(R)|w(y)| \int_{\partial B_{\epsilon}(y)}|y-z|^{-3 / 2} d o_{z} \leq \mathfrak{C}(R)|w(y)| \epsilon^{1 / 2}
$$

Using Lemma 2.16 and noting that $\int_{\partial B_{1}} \eta_{r} \eta_{s} d o_{\eta}=4 \pi \delta_{r s} / 3$ for $r, s \in\{1,2,3\}$, we find

$$
\begin{aligned}
& \int_{\partial B_{\epsilon}(y)} \sum_{m=1}^{3} \partial z_{m} \mathfrak{Y}_{j k}(y-z)(y-z)_{m} / \epsilon d o_{z} \\
& =(8 \pi)^{-1} \int_{\partial B_{1}} \sum_{m=1}^{3}\left(\delta_{j k} \eta_{m}^{2}-\delta_{j m} \eta_{k} \eta_{m}-\delta_{k m} \eta_{j} \eta_{m}+3 \eta_{j} \eta_{k} \eta_{m}^{2}\right) d o_{\eta} \\
& =2 \delta_{j k} / 3
\end{aligned}
$$

so that $\mathfrak{N}_{3}(\epsilon)=0$. Letting $\epsilon$ tend to zero, we obtain the theorem.
To end this chapter, we estimate $\mathfrak{Z}_{j k}(y, z)$ in the case that $|z| \leq S,|y| \geq(1+\delta) S$, with $\delta, S>0$ considered as given quantities. This estimate will play a crucial role in the following.

Theorem 2.19. Let $S, \delta \in(0, \infty)$, $\nu \in(1, \infty)$. Then

$$
\begin{equation*}
\int_{0}^{\infty}\left(\left|y-\tau t e_{1}-e^{-t \Omega} \cdot z\right|^{2}+t\right)^{-\nu} d t \leq \mathfrak{C}(S, \delta, \nu)\left(|y| s_{\tau}(y)\right)^{-\nu+1 / 2} \tag{2.21}
\end{equation*}
$$

for $y \in B_{(1+\delta) S}^{c}, z \in \overline{B_{S}}$. In particular,

$$
\begin{equation*}
\left|\partial_{y}^{\alpha} \mathfrak{Z}(y, z)\right|+\left|\partial_{z}^{\alpha} \mathfrak{Z}(y, z)\right| \leq \mathfrak{C}(S, \delta)\left(|y| s_{\tau}(y)\right)^{-1-|\alpha| / 2} \tag{2.22}
\end{equation*}
$$

for $y, z$ as above, $j, k \in\{1,2,3\}, \alpha \in \mathbb{N}_{0}^{3}$ with $|\alpha| \leq 1$. Moreover

$$
\begin{equation*}
\left|\partial_{y}^{\alpha} \mathfrak{Z}(y, z)\right|+\left|\partial_{z}^{\alpha} \mathfrak{Z}(y, z)\right| \leq \mathfrak{C}(S, \delta)\left(|z| s_{\tau}(z)\right)^{-1-|\alpha| / 2} \tag{2.23}
\end{equation*}
$$

for $z \in B_{(1+\delta) S}^{c}, y \in \overline{B_{S}}$, and for $j, k, \alpha$ as in (2.22).

Proof. Take $y \in B_{(1+\delta) S}^{c}, z \in \overline{B_{S}}$. We abbreviate $y^{\prime}:=\left(y_{2}, y_{3}\right)$. In what follows, we will make frequent use of the equation $\left|e^{-t \Omega} \cdot z\right|=|z|$; see Lemma 2.9. We will distinguish several cases. To begin with, we suppose that $|y| \leq 8 S$. Then, for $t \in(0, \infty)$, we get

$$
\begin{equation*}
\left|y-\tau t e_{1}-e^{-t \Omega} \cdot z\right|^{2}+t \geq \mathfrak{C}(S)\left(\left|y-e^{-t \Omega} \cdot z\right|^{2}+t\right), \tag{2.24}
\end{equation*}
$$

where we used Lemma 2.3 with $9 S$ instead of $S$. But since $|y| \geq(1+\delta) S,|z| \leq S$, we have $\left|y-e^{-t \Omega} \cdot z\right| \geq|y|-|z| \geq \delta S$, so that from (2.24),

$$
\left|y-\tau t e_{1}-e^{-t \Omega} \cdot z\right|^{2}+t \geq \mathfrak{C}(S, \delta)(1+t) \quad \text { for } t \in(0, \infty)
$$

and hence

$$
\begin{align*}
& \int_{0}^{\infty}\left(\left|y-\tau t e_{1}-e^{-t \Omega} \cdot z\right|^{2}+t\right)^{-\nu} d t \leq \mathfrak{C}(S, \delta, \nu) \int_{0}^{\infty}(1+t)^{-\nu} d t  \tag{2.25}\\
& \leq \mathfrak{C}(S, \delta, \nu) \leq \mathfrak{C}(S, \delta, \nu)|y|^{-2 \nu+1} \leq \mathfrak{C}(S, \delta, \nu)\left(|y| s_{\tau}(y)\right)^{-\nu+1 / 2},
\end{align*}
$$

with the third inequality following from the assumption $|y| \leq 8 S$, and the last one from Lemma 2.4. In the rest of this proof, we suppose that $|y| \geq 8 S$. We note that

$$
\begin{equation*}
\int_{0}^{\infty}\left(\left|y-\tau t e_{1}-e^{-t \Omega} \cdot z\right|^{2}+t\right)^{-\nu} d t=\tau^{-1} \int_{0}^{\infty}\left(\gamma(y, z, r)^{2}+r / \tau\right)^{-\nu} d r, \tag{2.26}
\end{equation*}
$$

where we used the abbreviation $\gamma(y, z, r):=\left|y-r e_{1}-e^{-(r / \tau) \Omega} \cdot z\right|$ for $r \in(0, \infty)$. In view of the assumption $|y| \geq 8 S$, another easy case arises if $y_{1} \leq 0$. In fact, we then have

$$
\gamma(y, z, r) \geq\left|y-r e_{1}\right|-|z| \geq\left(|y|^{2}+r^{2}\right)^{1 / 2}-S \geq|y| / 2+r / 2-S \geq|y| / 4+r / 2
$$

for $r \in(0, \infty)$, so that $\gamma(y, z, r)^{2} \geq \mathfrak{C}(|y|+r)^{2}$, and hence

$$
\begin{align*}
& \int_{0}^{\infty}\left(\gamma(y, z, r)^{2}+r / \tau\right)^{-\nu} d r \leq \mathfrak{C}(\nu) \int_{0}^{\infty}(|y|+r)^{-2 \nu} d r  \tag{2.27}\\
& \leq \mathfrak{C}(\nu)|y|^{-2 \nu+1} \leq \mathfrak{C}(S, \nu)\left(|y| s_{\tau}(y)\right)^{-\nu+1 / 2}
\end{align*}
$$

where the last inequality is a consequence of Lemma 2.4. A similar argument holds if $0 \leq y_{1} \leq|y| / 2$. In fact, since $|y|=\left(y_{1}^{2}+\left|y^{\prime}\right|^{2}\right)^{1 / 2}$, we then have $\left|y^{\prime}\right|=\left(|y|^{2}-y_{1}^{2}\right)^{1 / 2} \geq$ $\left(3|y|^{2} / 4\right)^{1 / 2} \geq|y| / 2$, so we get for $r \in(0, \infty)$ that

$$
\begin{aligned}
& \gamma(y, z, t) \geq\left|y-r e_{1}\right| / 2+\left|y-r e_{1}\right| / 2-|z| \geq\left|y-r e_{1}\right| / 2+\left|y^{\prime}\right| / 2-S \\
& \geq\left|y-r e_{1}\right| / 2+|y| / 4-S \geq\left|y_{1}-r\right| / 2+|y| / 8,
\end{aligned}
$$

where the last inequality follows from the assumption $|y| \geq 8 S$. We thus get

$$
\begin{align*}
& \int_{0}^{\infty}\left(\gamma(y, z, r)^{2}+r / \tau\right)^{-\nu} d r \leq \mathfrak{C}(\nu) \int_{0}^{\infty}\left(|y|+\left|y_{1}-r\right|\right)^{-2 \nu} d r  \tag{2.28}\\
& \leq \mathfrak{C}(\nu) \int_{y_{1}}^{\infty}\left(|y|+r-y_{1}\right)^{-2 \nu} d r \leq \mathfrak{C}(\nu)|y|^{-2 \nu+1} \leq \mathfrak{C}(S, \nu)\left(|y| s_{\tau}(y)\right)^{-\nu+1 / 2} .
\end{align*}
$$

The last of the preceding inequalities follows from Lemma 2.4. From now on we suppose that $y_{1} \geq|y| / 2$. We thus work under the assumption that $y_{1} \geq|y| / 2 \geq 4 S$. Then we note

$$
\begin{equation*}
\int_{0}^{\infty}\left(\gamma(y, z, r)^{2}+r / \tau\right)^{-\nu} d r \leq \mathfrak{A}_{1}+\mathfrak{A}_{2}, \tag{2.29}
\end{equation*}
$$

with

$$
\mathfrak{A}_{1}:=\int_{y_{1}-2 S}^{y_{1}+2 S}\left(\gamma(y, z, r)^{2}+r / \tau\right)^{-\nu} d r
$$

and with $\mathfrak{A}_{2}$ defined in the same way as $\mathfrak{A}_{1}$, but with the domain of integration $\left(y_{1}-2 S, y_{1}+2 S\right)$ replaced by $(0, \infty) \backslash\left(y_{1}-2 S, y_{1}+2 S\right)$. We observe that for $r \in\left(y_{1}-2 S, y_{1}+2 S\right)$,

$$
r \geq y_{1}-2 S \geq|y| / 2-2 S \geq|y| / 4
$$

because $y_{1} \geq|y| / 2,|y| \geq 8 S$. Therefore

$$
\begin{equation*}
\mathfrak{A}_{1} \leq \int_{y_{1}-2 S}^{y_{1}+2 S}(r / \tau)^{-\nu} d r \leq \mathfrak{C}(\nu)|y|^{-\nu} \int_{y_{1}-2 S}^{y_{1}+2 S} d r \leq \mathfrak{C}(S, \nu)|y|^{-\nu} . \tag{2.30}
\end{equation*}
$$

On the other hand, for $r \in(0, \infty) \backslash\left(y_{1}-2 S, y_{1}+2 S\right)$, we have

$$
\gamma(y, z, r) \geq\left|y-r e_{1}\right|-|z| \geq\left|y_{1}-r\right|-S \geq\left|y_{1}-r\right| / 2+\left|y_{1}-r\right| / 2-S \geq\left|y_{1}-r\right| / 2
$$

and hence

$$
\begin{align*}
& \mathfrak{A}_{2} \leq \int_{(0, \infty) \backslash\left(y_{1}-2 S, y_{1}+2 S\right)}\left(\left(\left|y_{1}-r\right| / 2\right)^{2}+r / \tau\right)^{-\nu} d r  \tag{2.31}\\
& \leq \mathfrak{C}(\nu) \int_{0}^{\infty}\left(\left|y_{1}-r\right|+r^{1 / 2}\right)^{-2 \nu} d r \\
& \leq \mathfrak{C}(\nu)\left(\int_{0}^{y_{1} / 2}\left(y_{1} / 2\right)^{-2 \nu} d r+\int_{y_{1} / 2}^{\infty}\left(\left|y_{1}-r\right|+\left(y_{1} / 2\right)^{1 / 2}\right)^{-2 \nu} d r\right) \\
& \leq \mathfrak{C}(\nu)\left(y_{1}^{-2 \nu+1}+\int_{\mathbb{R}}\left(\left|y_{1}-r\right|+y_{1}^{1 / 2}\right)^{-2 \nu} d r\right) \leq \mathfrak{C}(\nu)\left(y_{1}^{-2 \nu+1}+y_{1}^{-\nu+1 / 2}\right) \\
& \leq \mathfrak{C}(S, \nu)|y|^{-\nu+1 / 2},
\end{align*}
$$

with the last inequality following from the assumption $y_{1} \geq|y| / 2 \geq 4 S$. Combining (2.29)-(2.31) yields

$$
\int_{0}^{\infty}\left(\gamma(y, z, r)^{2}+r / \tau\right)^{-\nu} d r \leq \mathfrak{C}(S, \nu)|y|^{-\nu+1 / 2}
$$

Therefore, if $\tau\left(|y|-y_{1}\right) \leq \max \{1,2 \tau S\}$, we have

$$
\begin{equation*}
\int_{0}^{\infty}\left(\gamma(y, z, r)^{2}+r / \tau\right)^{-\nu} d r \leq \mathfrak{C}(S, \nu)\left(|y| s_{\tau}(y)\right)^{-\nu+1 / 2} \tag{2.32}
\end{equation*}
$$

Thus we are reduced to the case

$$
\tau\left(|y|-y_{1}\right) \geq \max \{1,2 \tau S\}, \quad y_{1} \geq|y| / 2 \geq 4 S
$$

Using the relations $\tau\left(|y|-y_{1}\right) \geq 1, y_{1} \geq 0$, we observe that

$$
\begin{equation*}
|y| s_{\tau}(y) \leq|y| 2 \tau\left(|y|-y_{1}\right)=2 \tau|y|\left|y^{\prime}\right|^{2} /\left(|y|+y_{1}\right) \leq 2 \tau\left|y^{\prime}\right|^{2} \tag{2.33}
\end{equation*}
$$

We further observe that for $r \in(0, \infty) \backslash\left(y_{1}-2 S, y_{1}+2 S\right)$,

$$
\begin{aligned}
& \gamma(y, z, r) \geq\left|y-r e_{1}\right|-|z| \geq\left|y-r e_{1}\right| / 2+\left|y_{1}-r\right| / 2-S \geq\left|y-r e_{1}\right| / 2 \\
& \geq\left|y_{1}-r\right| / 4+\left|y^{\prime}\right| / 4
\end{aligned}
$$

so that

$$
\begin{align*}
& \mathfrak{A}_{2} \leq \mathfrak{C}(\nu) \int_{\mathbb{R}}\left(\left|y_{1}-r\right|+\left|y^{\prime}\right|\right)^{-2 \nu} \leq \mathfrak{C}(\nu)\left|y^{\prime}\right|^{-2 \nu+1}  \tag{2.34}\\
& \leq \mathfrak{C}(\nu)\left(|y| s_{\tau}(y)\right)^{-\nu+1 / 2},
\end{align*}
$$

with the last inequality following from (2.33). Using (2.33) again, and recalling that $\tau\left(|y|-y_{1}\right) \geq 2 \tau S,|y| \geq 4 S$, we find for $r \in(0, \infty)$ that

$$
\begin{aligned}
& \gamma(y, z, r) \geq\left|y-r e_{1}\right|-|z| \geq\left|y^{\prime}\right|-S \geq\left|y^{\prime}\right| / 2+\left((2 \tau)^{-1}|y| s_{\tau}(y)\right)^{1 / 2} / 2-S \\
& \geq\left|y^{\prime}\right| / 2+(|y| S)^{1 / 2} / 2-S \geq\left|y^{\prime}\right| / 2+\left(4 S^{2}\right)^{1 / 2} / 2-S=\left|y^{\prime}\right| / 2 .
\end{aligned}
$$

It follows that

$$
\begin{align*}
& \mathfrak{A}_{1} \leq \mathfrak{C}(\nu)\left|y^{\prime}\right|^{-2 \nu} \int_{y_{1}-2 S}^{y_{1}+2 S} d r \leq \mathfrak{C}(S, \nu)\left|y^{\prime}\right|^{-2 \nu}  \tag{2.35}\\
& \leq \mathfrak{C}(S, \nu)\left(|y| s_{\tau}(y)\right)^{-\nu} \leq \mathfrak{C}(S, \nu)\left(|y| s_{\tau}(y)\right)^{-\nu+1 / 2},
\end{align*}
$$

where inequality (2.33) was used once more. By (2.29), (2.34), and (2.35), we see that inequality (2.32) holds also in the case $\tau\left(|y|-y_{1}\right) \geq \max \{1,2 \tau S\}, y_{1} \geq|y| / 2 \geq 4 S$. Inequality (2.21) follows with (2.25)-(2.28) and (2.32). As concerns estimate (2.22), it is an immediate consequence of (2.8), Lemma 2.12, and (2.21) with $\nu=-3 / 2-|\alpha| / 2$. This leaves us to deal with (2.23). In this respect, we remark that the only property of $\Omega$ we used in the preceding proof is the relation $\left|e^{-t \Omega} \cdot x\right|=|x|$ for $x \in \mathbb{R}^{3}, t \in(0, \infty)$ (Lemma 2.9). Since this relation holds, of course, for any $t \in \mathbb{R}$, and because by Lemma 2.9,

$$
\left|y-t \tau e_{1}-e^{-\tau \Omega} \cdot z\right|=\left|-z-t \tau e_{1}-e^{t \Omega} \cdot(-y)\right| \quad\left(y, z \in \mathbb{R}^{3}, t \in \mathbb{R}\right),
$$

we see that we have proved (2.21) also for $z \in B_{(1+\delta) S}^{c}$ and $y \in \overline{B_{S}}$, but with $y$ replaced by $z$ on the right-hand side. Now inequality (2.23) follows with (2.8) and Lemma 2.12.
3. Some volume potentials. The representation formula we have in mind contains volume and surface potentials (Theorem 4.6). In the present section, we study the volume potentials which will arise. There are two types of such potentials, involving the kernels $\mathfrak{Z}_{j k}$ and $E_{4 j}$, respectively. We begin by considering the potential related to $\mathfrak{Z}_{j k}$.

Lemma 3.1. Let $p \in(1, \infty), q \in(1,2), f \in L_{\text {loc }}^{p}\left(\mathbb{R}^{3}\right)^{3}$ with $f \mid B_{S}^{c} \in L^{q}\left(B_{S}^{c}\right)^{3}$ for some $S \in(0, \infty)$. Then, for $j, k \in\{1,2,3\}, \alpha \in \mathbb{N}_{0}^{3}$ with $|\alpha| \leq 1$, we have

$$
\begin{equation*}
\int_{\mathbb{R}^{3}}\left|\partial_{y}^{\alpha} \mathfrak{j}_{j k}(y, z)\right|\left|f_{k}(z)\right| d y<\infty \quad \text { for a.e. } y \in \mathbb{R}^{3} . \tag{3.1}
\end{equation*}
$$

We define $\mathfrak{R}(f): \mathbb{R}^{3} \mapsto \mathbb{R}^{3}$ by

$$
\mathfrak{R}_{j}(f)(y):=\int_{\mathbb{R}^{3}} \sum_{k=1}^{3} \mathfrak{z}_{j k}(y, z) f_{k}(z) d z
$$

for $y \in \mathbb{R}^{3}$ such that (3.1) holds; otherwise we set $\mathfrak{R}_{j}(f)(y):=0(1 \leq j \leq 3)$. Then $\mathfrak{R}(f) \in W_{\text {loc }}^{1,1}\left(\mathbb{R}^{3}\right)^{3}$ and

$$
\begin{equation*}
\partial_{l} \Re_{j}(f)(y):=\int_{\mathbb{R}^{3}} \sum_{k=1}^{3} \partial y_{l} \mathfrak{\mathcal { J }}_{j k}(y, z) f_{k}(z) d z \tag{3.2}
\end{equation*}
$$

for $j, l \in\{1,2,3\}$ and for a.e. $y \in \mathbb{R}^{3}$. Moreover, for $R \in(0, \infty)$ we have

$$
\begin{equation*}
\left\|\Re\left(f \mid B_{R}\right)\left|B_{R}\left\|_{p} \leq \mathfrak{C}(R, p)\right\| f\right| B_{R}\right\|_{p} \tag{3.3}
\end{equation*}
$$

Proof. Take $j, k, \alpha$ as in (3.1). Let $R \in(0, \infty)$. Then we find with (2.9) that

$$
\begin{aligned}
& \int_{B_{R}}\left|\partial_{y}^{\alpha} \mathfrak{Z}_{j k}(y, z)\right| d z \leq \mathfrak{C}(R) \int_{B_{R}}|y-z|^{-1-|\alpha|} d z \leq \mathfrak{C}(R) \int_{B_{2 R}(y)}|y-z|^{-1-|\alpha|} d z \\
& \leq \mathfrak{C}(R)
\end{aligned}
$$

for $y \in B_{R}$, and analogously $\int_{B_{R}}\left|\partial_{y}^{\alpha} \mathfrak{Z}_{j k}(y, z)\right| d y \leq \mathfrak{C}(R)$ for $z \in B_{R}$. It follows by Hölder's inequality that

$$
\begin{align*}
& \left(\int_{B_{R}}\left(\int_{B_{R}}\left|\partial_{y}^{\alpha} \mathfrak{Z}_{j k}(y, z)\right|\left|f_{k}(z)\right| d z\right)^{p} d y\right)^{1 / p}  \tag{3.4}\\
& \leq\left(\int_{B_{R}}\left(\int_{B_{R}}\left|\partial_{y}^{\alpha} \mathfrak{Z}_{j k}(y, z)\right| d z\right)^{p-1}\left(\int_{B_{R}}\left|\partial_{y}^{\alpha} \mathfrak{Z}_{j k}(y, z)\right||f(z)|^{p} d z\right) d y\right)^{1 / p} \\
& \leq \mathfrak{C}(R, p)\left(\int_{B_{R}} \int_{B_{R}}\left|\partial_{y}^{\alpha} \mathfrak{Z}_{j k}(y, z)\right||f(z)|^{p} d z d y\right)^{1 / p} \leq \mathfrak{C}(R, p)\left\|f \mid B_{R}\right\|_{p}
\end{align*}
$$

This means in particular that the integral $\int_{B_{n}}\left|\partial_{y}^{\alpha} \mathfrak{Z}_{j k}(y, z)\right|\left|f_{k}(z)\right| d z$ is finite for a.e. $y \in B_{n}, n \in \mathbb{N}$, and that inequality (3.3) is proved.

Once again take $j, k, \alpha$ as in (3.1), and let $n \in \mathbb{N}$ with $n \geq S$. Then, using (2.23) with $S$ replaced by $n / 2$ and with $\delta=1 / 2$, we find for $y \in B_{n / 2}$ that

$$
\begin{align*}
& \int_{B_{n}^{c}}\left|\partial_{y}^{\alpha} \mathfrak{Z}_{j k}(y, z)\right|\left|f_{k}(z)\right| d z \leq \mathfrak{C}(n) \int_{B_{n}^{c}}\left(|z| s_{\tau}(z)\right)^{-1-|\alpha| / 2}|f(z)| d z  \tag{3.5}\\
& \leq \mathfrak{C}(n)\left(\int_{B_{n}^{c}}\left(|z| s_{\tau}(z)\right)^{-q^{\prime}} d z\right)^{1 / q^{\prime}}\left\|f\left|B_{n}^{c}\left\|_{q} \leq \mathfrak{C}(n, q)\right\| f\right| B_{S}^{c}\right\|_{q}
\end{align*}
$$

where the last inequality holds due to Theorem 2.1 and the assumption $q<2$ (hence $q^{\prime}>2$ ). We thus have shown that the relation in (3.1) holds for a.e. $y \in B_{n / 2}$. Since this is true for any $n \in \mathbb{N}$ with $n \geq S$, (3.1) is proved. We deduce from (3.4) and (3.5) that

$$
\begin{equation*}
\int_{B_{n / 2}} \int_{\mathbb{R}^{3}}\left|\sum_{k=1}^{3} \partial_{y}^{\alpha} \mathfrak{Z}_{j k}(y, z) f_{k}(z)\right| d z d y \leq \mathfrak{C}(n, p, q)\left(\left\|f\left|B_{n}\left\|_{p}+\right\| f\right| B_{S}^{c}\right\|_{q}\right) \tag{3.6}
\end{equation*}
$$

for $n \in \mathbb{N}$ with $n \geq S$. This means that $\mathfrak{R}_{j}(f) \in L_{1, l o c}\left(\mathbb{R}^{3}\right)$ and that the function associating a.e. $y \in \mathbb{R}^{3}$ with the integral $\int_{\mathbb{R}^{3}} \sum_{k=1}^{3} \partial y_{l} \mathfrak{Z}_{j k}(y, z) f_{k}(z) d z$ also belongs to $L_{1, \text { loc }}\left(\mathbb{R}^{3}\right)$ for $1 \leq l \leq 3$. Now take $\Phi \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)^{3}$. Then, by (3.6) and because the support of $\Phi$ is compact,

$$
\begin{equation*}
\int_{\mathbb{R}^{3}} \partial_{l} \Phi(y) \Re_{j}(f)(y) d y=\sum_{k=1}^{3} \lim _{\epsilon \downarrow 0} \int_{\mathbb{R}^{3}} \int_{\mathbb{R}^{3} \backslash B_{\epsilon}(z)} \partial_{l} \Phi(y) \mathfrak{Z}_{j k}(y, z) d y f_{k}(z) d z \tag{3.7}
\end{equation*}
$$

But for any $\epsilon>0$, we may perform a partial integration in the inner integral on the right-hand side of (3.7) (first statement in Lemma 2.15). Due to (2.9), the term with a surface integral on $\partial B_{\epsilon}(z)$ arising in this way tends to zero for $\epsilon \downarrow 0$. (Note that for
$\epsilon \in(0,1]$, say, and for $y \in \partial B_{\epsilon}(z)$, the integral with respect to $z$ extends over $B_{n+1}$ only if $n \in \mathbb{N}$ is chosen so large that $\operatorname{supp}(\Phi) \subset B_{n}$.) After letting $\epsilon$ tend to zero, we obtain an equation which implies that $\mathfrak{R}_{j}(f) \in W_{l o c}^{1,1}\left(\mathbb{R}^{3}\right)$ and (3.2) holds.

Lemma 3.2. Take $p, q, f$ as in Lemma 3.1, and suppose in addition that $p>3 / 2$.
Then the relation in (3.1) holds for any $y \in \mathbb{R}^{3}$ (without the restriction "a.e."), and the function $\mathfrak{R}(f)$ is continuous.

The general approach for proving this lemma seems to be well known, but we cannot give a reference (although similar results were shown in [20, section II.9]). So, for the convenience of the reader, we provide a proof.

Proof. We show that $\mathfrak{R}(f)$ is continuous. The relation in (3.1) for any $y \in \mathbb{R}^{3}$ may be established by a similar but simpler argument.

Let $j \in\{1,2,3\}, R \in(S, \infty)$. It suffices to prove that $\Re_{j}(f) \mid B_{R}$ is continuous. But for $z \in B_{2 R}^{c}, y \in B_{R}$, we get by (2.23) that

$$
\left|\sum_{k=1}^{3} \mathfrak{Z}_{j k}(y, z) f_{k}(z)\right| \leq \mathfrak{C}(R)\left(|z| s_{\tau}(z)\right)^{-1}|f(z)|
$$

Since by a computation as in (3.5) the function

$$
\mathbb{R}^{3} \ni z \mapsto \chi_{B_{2 R}^{c}}(z)\left(|z| s_{\tau}(z)\right)^{-1}|f(z)| \in[0, \infty)
$$

is integrable, we may conclude in view of the first statement of Lemma 2.15 that the integral $\int_{B_{2}^{c}} \sum_{k=1}^{3} \mathfrak{Z}_{j k}(y, z) f_{k}(z) d z$ as a function of $y \in B_{R}$ is continuous. Thus we still have to show that the function

$$
I(y):=\int_{B_{2 R}} \sum_{k=1}^{3} \mathfrak{Z}_{j k}(y, z) f_{k}(z) d z \quad\left(y \in B_{R}\right)
$$

is continuous as well. So take $y, y^{\prime} \in B_{R}$ with $y \neq y^{\prime}$. Then

$$
\begin{equation*}
\left|I(y)-I\left(y^{\prime}\right)\right| \leq \mathfrak{N}_{1}+\mathfrak{N}_{2} \tag{3.8}
\end{equation*}
$$

with

$$
\begin{aligned}
& \mathfrak{N}_{1}:=\sum_{x \in\left\{y, y^{\prime}\right\}} \int_{B_{R} \cap A} \sum_{k=1}^{3}\left|\mathfrak{Z}_{j k}(x, z) f_{k}(z)\right| d z \\
& \mathfrak{N}_{2}:=\int_{B_{R} \backslash A}\left|\int_{0}^{1} \sum_{k, l=1}^{3} \partial x_{l} \mathfrak{Z}_{j k}(x, z)_{\mid x=y^{\prime}+\vartheta\left(y-y^{\prime}\right)}\left(y-y^{\prime}\right)_{l} d \vartheta\right|\left|f_{k}(z)\right| d z
\end{aligned}
$$

with $A:=B_{2\left|y-y^{\prime}\right|}(y)$. We get with (2.9) that

$$
\begin{aligned}
& \mathfrak{N}_{1} \leq \mathfrak{C}(R) \sum_{x \in\left\{y, y^{\prime}\right\}} \int_{B_{R} \cap A}|x-z|^{-1}|f(z)| d z \\
& \leq \mathfrak{C}(R) \sum_{x \in\left\{y, y^{\prime}\right\}}\left(\int_{B_{3\left|y-y^{\prime}\right|}(x)}|x-z|^{-p^{\prime}} d z\right)^{1 / p^{\prime}}\left\|f \mid B_{R}\right\|_{p}
\end{aligned}
$$

Since $p>3 / 2$, hence $p^{\prime}<3$, we may conclude that $\mathfrak{N}_{1} \leq \mathfrak{C}(R)\left|y-y^{\prime}\right|^{-1+3 / p^{\prime}}\left\|f \mid B_{R}\right\|_{p}$, with $-1+3 / p^{\prime}>0$. In order to estimate $\mathfrak{N}_{2}$, we note that

$$
\left|y^{\prime}+\vartheta\left(y-y^{\prime}\right)-z\right| \geq|y-z|-\left|y-y^{\prime}\right| \geq|y-z| / 2 \geq\left|y-y^{\prime}\right|
$$

for $z \in \mathbb{R}^{3} \backslash A, \vartheta \in[0,1]$. Therefore with (2.9), if $2 p^{\prime}>3$,

$$
\begin{aligned}
& \mathfrak{N}_{2} \leq \mathfrak{C}(R)\left|y-y^{\prime}\right|\left(\int_{B_{R} \backslash A}|y-z|^{-2 p^{\prime}} d z\right)^{1 / p^{\prime}}\left\|f \mid B_{R}\right\|_{p} \\
& \leq \mathfrak{C}(R)\left|y-y^{\prime}\right|^{-1+3 / p^{\prime}}\left\|f \mid B_{R}\right\|_{p}
\end{aligned}
$$

In the case $2 p^{\prime}<3$, the factor $\left|y-y^{\prime}\right|^{-1+3 / p^{\prime}}$ on the right-hand side of the preceding inequality may be replaced by $\left|y-y^{\prime}\right|$, and in the case $2 p^{\prime}=3$ by $\left|y-y^{\prime}\right| \ln (\mid y-$ $\left.y^{\prime} \mid /(2 R)\right)$. In view of (3.8), we have thus shown that $I(y)$ is a continuous function of $y \in B_{R}$. This completes the proof of Lemma 3.2.

The crucial idea of the proof of the next theorem consists in reducing an estimate of $\mathfrak{R}(f)$ to an estimate of a convolution integral involving an upper bound of an Oseen fundamental solution. This latter integral may be handled by a reference to [35].

Theorem 3.3. Let $S, S_{1}, \gamma \in(0, \infty)$ with $S_{1}<S, p \in(1, \infty), A \in[2, \infty), B \in$ $\mathbb{R}, f: \mathbb{R}^{3} \mapsto \mathbb{R}^{3}$ measurable with

$$
\left.f\left|B_{S_{1}} \in L^{p}\left(B_{S_{1}}\right)^{3}, \quad\right| f(z)|\leq \gamma| z\right|^{-A} s_{\tau}(z)^{-B} \quad \text { for } z \in B_{S_{1}}^{c}, \quad A+\min \{1, B\} \geq 3
$$

Let $i, j \in\{1,2,3\}, y \in B_{S}^{c}$. Then

$$
\begin{align*}
& \left|\Re_{j}(f)(y)\right| \leq \mathfrak{C}\left(S, S_{1}, A, B\right)\left(\left\|f \mid B_{S_{1}}\right\|_{1}+\gamma\right)\left(|y| s_{\tau}(y)\right)^{-1} l_{A, B}(y)  \tag{3.9}\\
& \left|\partial_{y_{i}} \Re_{j}(f)(y)\right| \leq \mathfrak{C}\left(S, S_{1}, A, B\right)\left(\left\|f \mid B_{S_{1}}\right\|_{1}+\gamma\right)  \tag{3.10}\\
& \quad\left(|y| s_{\tau}(y)\right)^{-3 / 2} s_{\tau}(y)^{\max (0,7 / 2-A-B)} l_{A, B}(y)
\end{align*}
$$

where

$$
l_{A, B}(y)=\left\{\begin{array}{cl}
1 & \text { if } A+\min \{1, B\}>3 \\
\max (1, \ln |y|) & \text { if } A+\min \{1, B\}=3
\end{array}\right.
$$

Proof. By (2.22) with $S, \delta$ replaced by $S_{1}, S / S_{1}-1$, respectively, we find for $k \in\{1,2,3\}, \alpha \in \mathbb{N}_{0}^{3}$ with $|\alpha| \leq 1$ that

$$
\begin{equation*}
\int_{B_{S_{1}}}\left|\partial_{y}^{\alpha} \mathfrak{Z}_{j k}(y, z)\right||f(z)| d z \leq \mathfrak{C}\left(S, S_{1}\right)\left(|y| s_{\tau}(y)\right)^{-1-|\alpha| / 2}\left\|f \mid B_{S_{1}}\right\|_{1} \tag{3.11}
\end{equation*}
$$

Recalling Lemmas 2.15, 2.12, and 2.9, we see that

$$
\begin{aligned}
& \mathfrak{A}_{\alpha}:=\int_{B_{S_{1}}^{c}}\left|\partial_{y}^{\alpha} \mathfrak{Z}_{j k}(y, z)\right||f(z)| d z \\
& \leq \mathfrak{C} \gamma \int_{0}^{\infty} \int_{B_{S_{1}}^{c}}\left(\left|y-\tau t e_{1}-e^{-t \Omega} \cdot z\right|^{2}+t\right)^{-3 / 2-|\alpha| / 2}|z|^{-A} s_{\tau}(z)^{-B} d z d t \\
& =\mathfrak{C} \gamma \int_{0}^{\infty} \int_{B_{S_{1}}^{c}}\left(\left|y-\tau t e_{1}-x\right|^{2}+t\right)^{-3 / 2-|\alpha| / 2}|x|^{-A} s_{\tau}\left(e^{t \Omega} \cdot x\right)^{-B} d x d t \\
& =\mathfrak{C} \gamma \int_{B_{S_{1}}^{c}} \int_{0}^{\infty}\left(\left|y-\tau t e_{1}-x\right|^{2}+t\right)^{-3 / 2-|\alpha| / 2} d t|x|^{-A} s_{\tau}(x)^{-B} d x
\end{aligned}
$$

where the last equation holds due to the first and second equations in Lemma 2.9. Now we apply (2.21) with $y$ replaced by $y-x$ and with $z=0$. Moreover we use

Lemma 2.13. It follows that

$$
\begin{align*}
\mathfrak{A}_{\alpha} \leq \mathfrak{C}(S) & \gamma\left(\int_{B_{S_{1}}^{c} \cap B_{S / 2}(y)}|y-x|^{-1-|\alpha|}|x|^{-A} s_{\tau}(x)^{-B} d x\right.  \tag{3.12}\\
& \left.+\int_{B_{S_{1}}^{c} \backslash B_{S / 2}(y)}\left(|y-x| s_{\tau}(y-x)\right)^{-1-|\alpha| / 2}|x|^{-A} s_{\tau}(x)^{-B} d x\right)
\end{align*}
$$

Next we observe that for $x \in B_{S / 2}(y)$, we have $|x| \geq|y|-|y-x| \geq|y|-S / 2 \geq|y| / 2$,

$$
s_{\tau}(x)^{-1} \leq \mathfrak{C}(1+|y-x|) s_{\tau}(y)^{-1} \leq \mathfrak{C}(S) s_{\tau}(y)^{-1}
$$

(see Lemma 2.2), and similarly $s_{\tau}(y)^{-1} \leq \mathfrak{C}(S) s_{\tau}(x)^{-1}$. For $x \in B_{S / 2}(y)^{c}$, we find

$$
|y-x|=|y-x| / 2+|y-x| / 2 \geq S / 4+|y-x| / 2 \geq \min \{S / 4,1 / 2\}(1+|y-x|)
$$

Thus, independently of the sign of $B$, we may conclude from (3.12) that

$$
\begin{align*}
& \mathfrak{A}_{\alpha} \leq \mathfrak{C}\left(S, S_{1}, A, B\right) \gamma\left(|y|^{-A} s_{\tau}(y)^{-B} \int_{B_{S / 2}(y)}|y-x|^{-1-|\alpha|} d x\right.  \tag{3.13}\\
&\left.+\int_{B_{S_{1}}^{c} \backslash B_{S / 2}(y)}\left((1+|y-x|) s_{\tau}(y-x)\right)^{-1-|\alpha| / 2}(1+|x|)^{-A} s_{\tau}(x)^{-B} d x\right) \\
& \leq \mathfrak{C}\left(S, S_{1}, A, B\right) \gamma\left(|y|^{-A} s_{\tau}(y)^{-B}\right. \\
&\left.+\int_{\mathbb{R}^{3}}\left((1+|y-x|) s_{\tau}(y-x)\right)^{-1-|\alpha| / 2}(1+|x|)^{-A} s_{\tau}(x)^{-B} d x\right)
\end{align*}
$$

In the case $\alpha=0$, we refer to the proof of [35, Theorem 3.1] and our assumptions on $A$ and $B$ to deduce from (3.13) that

$$
\begin{equation*}
\mathfrak{A}_{0} \leq \mathfrak{C}\left(S, S_{1}, A, B\right) \gamma\left(|y|^{-A} s_{\tau}(y)^{-B}+\left(|y| s_{\tau}(y)\right)^{-1} l_{A, B}(y)\right) \tag{3.14}
\end{equation*}
$$

But by Lemma 2.4 and because $A-3 / 2>0, A+B \geq A+\min \{1, B\} \geq 3$, we have

$$
\begin{align*}
& |y|^{-A} s_{\tau}(y)^{-B} \leq \mathfrak{C}(S, A)|y|^{-3 / 2} s_{\tau}(y)^{-A+3 / 2-B}  \tag{3.15}\\
& \leq \mathfrak{C}(S, A)|y|^{-3 / 2} s_{\tau}(y)^{-3 / 2}
\end{align*}
$$

so we may conclude from (3.14) that

$$
\mathfrak{A}_{0} \leq \mathfrak{C}\left(S, S_{1}, A, B\right) \gamma\left(|y| s_{\tau}(y)\right)^{-1} l_{A, B}(y)
$$

Inequality (3.9) follows from (3.11) and the preceding estimate. If $|\alpha|=1$, then (3.13) and the proof of [35, Theorem 3.2] yield

$$
\begin{aligned}
\mathfrak{A}_{\alpha} & \leq \mathfrak{C}\left(S, S_{1}, A, B\right) \gamma \\
& \left(|y|^{-A} s_{\tau}(y)^{-B}+\left(|y| s_{\tau}(y)\right)^{-3 / 2} s_{\tau}(y)^{\max (0,7 / 2-A-B)} l_{A, B}(y)\right) .
\end{aligned}
$$

Hence with (3.15),

$$
\mathfrak{A}_{\alpha} \leq \mathfrak{C}\left(S, S_{1}, A, B\right) \gamma\left(|y| s_{\tau}(y)\right)^{-3 / 2} s_{\tau}(y)^{\max (0,7 / 2-A-B)} l_{A, B}(y)
$$

This estimate together with (3.11) implies (3.10).

Now we turn to volume integrals involving the kernel $E_{4 j}$.
Lemma 3.4. Let $p \in(1, \infty), q \in(1,3), g \in L_{l o c}^{p}\left(\mathbb{R}^{3}\right)$ with $g \mid B_{S}^{c} \in L^{q}\left(B_{S}^{c}\right)$ for some $S \in(0, \infty)$. Then, for $j \in\{1,2,3\}$,

$$
\begin{equation*}
\int_{\mathbb{R}^{3}}\left|E_{4 j}(y-z)\right||g(z)| d y<\infty \quad \text { for a.e. } y \in \mathbb{R}^{3} \tag{3.16}
\end{equation*}
$$

Thus we may define $\mathfrak{S}(g): \mathbb{R}^{3} \mapsto \mathbb{R}^{3}$ by

$$
\mathfrak{S}_{j}(g)(y):=\int_{\mathbb{R}^{3}} E_{4 j}(y-z) g(z) d z
$$

for $y \in \mathbb{R}^{3}$ such that (3.16) holds, otherwise $\mathfrak{S}_{j}(g)(y):=0(1 \leq j \leq 3)$. Then $\mathfrak{S}(g) \in W_{\text {loc }}^{1,1}\left(\mathbb{R}^{3}\right)^{3}$. For $R \in(0, \infty)$ we have

$$
\begin{equation*}
\left\|\mathfrak{S}\left(g \mid B_{R}\right)\left|B_{R}\left\|_{p} \leq \mathfrak{C}(R, p)\right\| g\right| B_{R}\right\|_{p} \tag{3.17}
\end{equation*}
$$

If $p>3$, the relation in (3.16) holds for any $y \in \mathbb{R}^{3}$ (without the restriction "a.e."), and $\mathfrak{S}(g)$ is continuous.

Proof. Lemma 3.4 may be shown by arguments analogous to those we used to prove Lemmas 3.1 and 3.2, except as concerns the claim $\mathfrak{S}(g) \in W_{l o c}^{1,1}\left(\mathbb{R}^{3}\right)^{3}$. To establish this latter point, a different reasoning based on the Calderón-Zygmund inequality is needed because the derivative $\partial_{l} E_{4 j}$ is a singular kernel in $\mathbb{R}^{3}$. We refer to [20, section IV.2] for details.

THEOREM 3.5. Let $S, S_{1}, \widetilde{\gamma} \in(0, \infty)$ with $S_{1}<S, p \in(1, \infty), C \in(5 / 2, \infty)$, $D \in \mathbb{R}, g: \mathbb{R}^{3} \mapsto \mathbb{R}$ measurable with

$$
\left.g\left|B_{S_{1}} \in L^{p}\left(B_{S_{1}}\right), \quad\right| g(z)|\leq \widetilde{\gamma}| z\right|^{-C} s_{\tau}(z)^{-D} \quad \text { for } z \in B_{S_{1}}^{c}, \quad C+\min \{1, D\}>3
$$

Let $j \in\{1,2,3\}, y \in B_{S}^{c}$. Then

$$
\begin{equation*}
\left|\mathfrak{S}_{j}(g)(y)\right| \leq \mathfrak{C}\left(S, S_{1}, C, D\right)\left(\left\|g \mid B_{S_{1}}\right\|_{1}+\widetilde{\gamma}\right)|y|^{-2} \tag{3.18}
\end{equation*}
$$

If $\operatorname{supp}(g) \subset B_{S_{1}}$, we further have

$$
\begin{equation*}
\left|\partial_{n} \mathfrak{S}_{j}(g)(y)\right| \leq \mathfrak{C}\left(S, S_{1}\right)\|g\|_{1}|y|^{-3} \quad(1 \leq n \leq 3) \tag{3.19}
\end{equation*}
$$

Proof. Inequality (3.18) may be proved in the same way as Theorem 3.3, except that the reference to [35, Theorems 3.1 and 3.2] is replaced by [35, Theorem 3.4], and that the argument becomes simpler due to the much simpler structure of the kernel $E_{4 j}$ compared to $\mathfrak{Z}_{j k}$. As concerns (3.19), observe that $|y-z| \geq\left(1-S_{1} / S\right)|y|$ for $z \in B_{S_{1}}$, so if $\operatorname{supp}(g) \subset B_{S_{1}}$, it is obvious that

$$
\begin{aligned}
& \mathfrak{S}_{j}(g)\left|B_{S}^{c} \in C^{1}\left(B_{S}^{c}\right), \quad \int_{B_{S_{1}}}\right| \partial_{l} E_{4 j}(y-z)| | g(z) \mid d z<\infty \\
& \partial_{l} \mathfrak{S}_{j}(g)(y)=\int_{B_{S_{1}}} \partial_{l} E_{4 j}(y-z) g(z) d z \quad(1 \leq l \leq 3)
\end{aligned}
$$

Inequality (3.19) now follows.
In the rest of this paper, we will use the following notational convention. If $A \subset \mathbb{R}^{3}$ is a measurable set and $f: A \mapsto \mathbb{R}^{3}$ is a measurable function, if $\widetilde{f}$ denotes the zero extension of $f$ to $\mathbb{R}^{3}$, and if $\widetilde{f}$ satisfies the assumptions of Lemma 3.1, we will write $\mathfrak{R}(f)$ instead of $\mathfrak{R}(\widetilde{f})$. A similar convention is to hold with respect to $\mathfrak{S}(g)$ if $g: A \mapsto \mathbb{R}$ is a measurable function such that its zero extension to $\mathbb{R}^{3}$ verifies the assumptions of Lemma 3.4.
4. A representation formula. In this section, we will present (Theorem 4.6) and prove the representation formula announced in section 1 . We begin by two simple observations related to surface integrals on $\partial \mathfrak{D}_{R}$ and $\partial \mathfrak{D}$, respectively.

Lemma 4.1. Let $R \in(0, \infty)$ with $\overline{\mathfrak{D}} \subset B_{R}, f \in L^{1}\left(\partial \mathfrak{D}_{R}\right), j, k \in\{1,2,3\}, \alpha \in$ $\mathbb{N}_{0}^{3}$ with $|\alpha| \leq 1$. Define

$$
F(y):=\int_{\partial \mathfrak{D}_{R}} \partial_{z}^{\alpha} \mathfrak{Z}_{j k}(y, z) f(z) d o_{z}, \quad H(y):=\int_{\partial \mathfrak{D}_{R}} E_{4 j}(y-z) f(z) d o_{z}
$$

for $y \in \mathfrak{D}_{R}$. Then $F$ and $H$ are continuous. Moreover, let $x \in \mathfrak{D}_{R}$, and put $\delta_{x}:=$ $\operatorname{dist}\left(\partial \mathfrak{D}_{R}, x\right)$. Then

$$
\begin{equation*}
|F(x)|+|H(x)| \leq \mathfrak{C}\left(\delta_{x}, R\right)\|f\|_{1} . \tag{4.1}
\end{equation*}
$$

Proof. Let $U \subset \mathbb{R}^{3}$ be open, with $\bar{U} \subset \mathfrak{D}_{R}$. Then $\delta_{U}:=\operatorname{dist}\left(\bar{U}, \partial \mathfrak{D}_{R}\right)>0$, so we get with (2.9) that

$$
\left|\partial_{z}^{\alpha} \mathfrak{Z}_{j k}(y, z) f(z)\right| \leq \mathfrak{C}(R) \delta_{U}^{-1-|\alpha|}|f(z)| \quad \text { for } \quad z \in \partial \mathfrak{D}_{R} .
$$

In view of the first statement of Lemma 2.15, we may conclude that $F$ is continuous. From (2.9), we get that $|F(x)| \leq \mathfrak{C}\left(\delta_{x}, R\right)\|f\|_{1}$. Obviously $E_{4 j} \in C^{\infty}\left(\mathbb{R}^{3} \backslash\{0\}\right)$ and $\left|E_{4 j}(x)\right| \leq|x|^{-2}$ for $x \in \mathbb{R}^{3} \backslash\{0\}$, so the function $H$ may be handled in the same way (and even belongs to $C^{\infty}\left(\mathfrak{D}_{R}\right)$ ).

Lemma 4.2. Let $S \in(0, \infty)$ with $\overline{\mathfrak{D}} \subset B_{S}$. Let $f \in L^{1}(\partial \mathfrak{D}), g \in L^{1}(\mathfrak{D}), j, k \in$ $\{1,2,3\}$, and define

$$
\begin{aligned}
F^{(1)}(y) & :=\int_{\partial \mathfrak{D}} \mathfrak{Z}_{j k}(y, z) f(z) d o_{z}, \quad F^{(2)}(y):=\int_{\mathfrak{D}} \mathfrak{Z}_{j k}(y, z) g(z) d z \\
F^{(3)}(y) & :=\int_{\partial \mathfrak{D}} E_{4 j}(y-z) f(z) d o_{z}, \quad F^{(4)}(y):=\int_{\mathfrak{D}} \partial_{k} E_{4 j}(y-z) g(z) d z
\end{aligned}
$$

for $y \in \overline{\mathfrak{D}}^{c}$. Then $F^{(i)} \in C^{1}\left(\overline{\mathfrak{D}}^{c}\right)$ for $1 \leq i \leq 4$. Put $\delta:=\operatorname{dist}\left(\overline{\mathfrak{D}}, \partial B_{S}\right)$. Then

$$
\begin{align*}
\left|\partial^{\alpha} F^{(i)}(y)\right| & \leq \mathfrak{C}(\delta, S)\left(|y| s_{\tau}(y)\right)^{-1-|\alpha| / 2}\|f\|_{1},  \tag{4.2}\\
\left|\partial^{\alpha} F^{(j)}(y)\right| & \leq \mathfrak{C}(\delta, S)\left(|y| s_{\tau}(y)\right)^{-1-|\alpha| / 2}\|g\|_{1} \tag{4.3}
\end{align*}
$$

for $y \in B_{S}^{c}, \alpha \in \mathbb{N}_{0}^{3}$ with $|\alpha| \leq 1, i \in\{1,3\}, j \in\{2,4\}$.
Proof. Let $U \subset \mathbb{R}^{3}$ be open and bounded, with $\bar{U} \subset \overline{\mathfrak{D}}^{c}$. Let $R \in(0, \infty)$ with $\overline{\mathfrak{D}} \cup \bar{U} \subset B_{R}$. Then an argument as in the proof of Lemma 4.1, based on (2.9) and Lemma 2.15, yields that $F^{(1)} \mid U \in C^{1}(U)$, and

$$
\begin{equation*}
\partial_{l} F^{(1)}(y)=\int_{\partial \mathfrak{D}} \partial y_{l} \mathfrak{Z}_{j k}(y, z) f(z) d o_{z} \quad \text { for } y \in U, 1 \leq l \leq 3 \tag{4.4}
\end{equation*}
$$

It follows that $F^{(1)} \in C^{1}\left(\overline{\mathfrak{D}}^{c}\right)$, and that (4.4) holds for $y \in \overline{\mathfrak{D}}^{c}$. Put $S_{1}:=S-\delta / 2$. Then $S_{1} \in(0, S)$ and $\overline{\mathfrak{D}} \subset B_{S_{1}}$, so inequality (2.22), with $S, \delta$ replaced by $S_{1}, S / S_{1}-1$, yields

$$
\left|\partial_{y}^{\alpha} \mathfrak{Z}_{j k}(y, z) f(z)\right| \leq \mathfrak{C}\left(S, S_{1}\right)\left(|y| s_{\tau}(y)\right)^{-1-|\alpha| / 2}|f(z)|
$$

for $z \in \partial \mathfrak{D}, y \in B_{S}^{c}, \alpha \in \mathbb{N}_{0}^{3}$ with $|\alpha| \leq 1$. Now we get with (4.4) that

$$
\left|\partial^{\alpha} F^{(1)}(y)\right| \leq \mathfrak{C}(\delta, S)\left(|y| s_{\tau}(y)\right)^{-1-|\alpha| / 2}\|f\|_{1}
$$

for $y, \alpha$ as before. The function $F^{(2)}$ may be dealt with in a similar way. As for $F^{(3)}$ and $F^{(4)}$, we note that for $y \in B_{S}^{c}$ and $z \in \overline{\mathfrak{D}}$, we have $|y-z| \geq\left(1-S_{1} / S\right)|y|$. This observation and Lemma 2.4 yield the estimates of $F^{(3)}$ and $F^{(4)}$ stated in (4.2) and (4.3), respectively.

In [7, Theorem 4.2], we showed how a smooth function $u$ on a truncated exterior domain $\mathfrak{D}_{R}$ may be represented in terms of $L(u)+\nabla \pi$, $\operatorname{div} u, u\left|\partial \mathfrak{D}_{R}, \pi\right| \partial \mathfrak{D}$, and $\nabla u \mid \partial \mathfrak{D}$ with $\pi: \mathfrak{D}_{R} \mapsto \mathbb{R}$ also smooth. For the convenience of the reader, we state this result in the ensuing Theorem 4.3 and very briefly indicate its proof, which makes use of Theorem 2.17.

THEOREM 4.3. Let $R \in(0, \infty)$ with $\overline{\mathfrak{D}} \subset \mathbb{R}^{3}$, and let $n^{(R)}: \partial B_{R} \cup \partial \mathfrak{D} \mapsto \mathbb{R}^{3}$ denote the outward unit normal to $\mathfrak{D}_{R}$. Suppose that $u \in C^{2}\left(\overline{\mathfrak{D}_{R}}\right)^{3}, \pi \in C^{1}\left(\overline{\mathfrak{D}_{R}}\right)$, and put $F:=L(u)+\nabla \pi$. Let $y \in \mathfrak{D}_{R}$ and $j \in\{1,2,3\}$. Then

$$
\begin{equation*}
u_{j}(y)=\mathfrak{R}_{j}(F)(y)+\mathfrak{S}_{j}(\operatorname{div} u)(y)+\int_{\partial \mathfrak{D}_{R}} \mathfrak{A}_{j}^{(R)}(u, \pi)(y, z) d o_{z} \tag{4.5}
\end{equation*}
$$

where

$$
\begin{align*}
& \text { 6) } \begin{aligned}
& \mathfrak{A}_{j}^{(R)}(u, \pi)(y, z) \\
&:= \sum_{k=1}^{3}\left[\sum _ { l = 1 } ^ { 3 } \left(\mathfrak{\mathfrak { Z }}_{j k}(y, z)\left(\partial_{l} u_{k}(z)-\delta_{k l} \pi(z)+u_{k}(z)\left(-\tau e_{1}+\omega \times z\right)_{l}\right)\right.\right. \\
&\left.\left.-\partial z_{l} \mathfrak{3}_{j k}(y, z) u_{k}(z)\right) n_{l}^{(R)}(z)-E_{4 j}(y-z) u_{k}(z) n_{k}^{(R)}(z)\right]
\end{aligned} \tag{4.6}
\end{align*}
$$

for $y \in \mathfrak{D}_{R}, z \in \partial \mathfrak{D}_{R}$.
Indication of a proof. Let $\epsilon \in(0, \infty)$ with $\overline{B_{\epsilon}(y)} \subset \mathfrak{D}_{R}$, and consider the integral

$$
A_{j, \epsilon}:=\int_{\mathfrak{D}_{R} \backslash B_{\epsilon}(y)} \sum_{k=1}^{3} \mathfrak{Z}_{j k}(y, z)(L(u)+\nabla \pi)_{k}(z) d z .
$$

By performing some integrations by parts, using (2.1), integrating with respect to $t$, and then exploiting (2.2), we obtain

$$
A_{j, \epsilon}=\int_{\mathfrak{D}_{R} \backslash B_{\epsilon}(y)}-E_{4 j}(y-z) \operatorname{div} u(z) d z-S_{j, \epsilon}(y)
$$

where $S_{j, \epsilon}(y)$ denotes a surface integral defined in the same way as the surface integral on the right-hand side of (4.5), but with $\partial B_{R} \cup \partial \mathfrak{D} \cup \partial B_{\epsilon}(y)$ as domain of integration instead of $\partial B_{R} \cup \partial \mathfrak{D}$, and with $n^{(R)}$ replaced by the outward unit normal to $\mathfrak{D}_{R} \backslash B_{\epsilon}(y)$. Equation (4.5) then follows by a passage to the limit $\epsilon \downarrow 0$, with the calculation of $\lim _{\epsilon \downarrow 0} S_{j, \epsilon}(y)$ based on Theorem 2.18. This reasoning requires some applications of Fubini's and Lebesgue's theorems, all of which is made possible by Lemma 2.14.

Our next aim consists in extending (4.5) to functions $u$ and $\pi$, which are less regular than $C^{2}$ and $C^{1}$, respectively. We begin by specifying the type of functions we will consider. From now on we need that $\partial \mathfrak{D}$ is of class $C^{2}$. (Theorem 4.3 also holds if $\mathfrak{D}$ is only Lipschitz bounded.)

Theorem 4.4. Let $p \in(1, \infty)$. Define $\mathfrak{M}_{p}$ as the space of all pairs of functions $(u, \pi)$ such that $u \in W_{l o c}^{2, p}\left(\overline{\mathfrak{D}}^{c}\right)^{3}, \pi \in W_{l o c}^{1, p}\left(\overline{\mathfrak{D}}^{c}\right)$,

$$
\begin{gather*}
u\left|\mathfrak{D}_{T} \in W^{1, p}\left(\mathfrak{D}_{T}\right)^{3}, \quad \pi\right| \mathfrak{D}_{T} \in L^{p}\left(\mathfrak{D}_{T}\right), \quad u \mid \partial \mathfrak{D} \in W^{2-1 / p, p}(\partial \mathfrak{D})^{3},  \tag{4.7}\\
\operatorname{div} u\left|\mathfrak{D}_{T} \in W^{1, p}\left(\mathfrak{D}_{T}\right), \quad L(u)+\nabla \pi\right| \mathfrak{D}_{T} \in L^{p}\left(\mathfrak{D}_{T}\right)^{3}
\end{gather*}
$$

for some $T \in(0, \infty)$ with $\overline{\mathfrak{D}} \subset B_{T}$. Then $u\left|\mathfrak{D}_{T} \in W^{2, p}\left(\mathfrak{D}_{T}\right)^{3}, \pi\right| \mathfrak{D}_{T} \in W^{1, p}\left(\mathfrak{D}_{T}\right)$ for any $T \in(0, \infty)$ with $\overline{\mathfrak{D}} \subset B_{T}$.

Proof. The theorem follows from the regularity theory for the Stokes system. To be more specific, we first note that our assumptions imply that the relations in (4.7) hold for all $T \in(0, \infty)$ with $\overline{\mathfrak{D}} \subset B_{T}$. Take such a number $T$. Let $S \in(T, \infty)$, and choose $\zeta \in C_{0}^{\infty}\left(\mathbb{R}^{3}\right)$ with $\zeta\left|B_{T}=1, \zeta\right| B_{S}^{c}=0$. Then

$$
\begin{align*}
& \zeta u\left|\mathfrak{D}_{S} \in W_{l o c}^{2, p}\left(\mathfrak{D}_{S}\right)^{3} \cap W^{1, p}\left(\mathfrak{D}_{S}\right)^{3}, \quad \zeta \pi\right| \mathfrak{D}_{S} \in W_{l o c}^{1, p}\left(\mathfrak{D}_{S}\right) \cap L^{p}\left(\mathfrak{D}_{S}\right)  \tag{4.8}\\
& \operatorname{div}(\zeta u) \mid \mathfrak{D}_{S} \in W^{1, p}\left(\mathfrak{D}_{S}\right) \\
& \zeta u|\partial \mathfrak{D}=u| \partial \mathfrak{D} \in W^{2-1 / p, p}(\partial \mathfrak{D})^{3}, \quad \text { and hence } \zeta u \mid \partial \mathfrak{D}_{S} \in W^{2-1 / p, p}\left(\partial \mathfrak{D}_{S}\right)^{3} .
\end{align*}
$$

Moreover, since $u\left|\mathfrak{D}_{S} \in W^{1, p}\left(\mathfrak{D}_{S}\right)^{3}, L(u)+\nabla \pi\right| \mathfrak{D}_{S} \in L^{p}\left(\mathfrak{D}_{S}\right)^{3}$, we have $-\Delta u+$ $\nabla \pi \mid \mathfrak{D}_{S} \in L^{p}\left(\mathfrak{D}_{S}\right)^{3}$. Once more observing that $u\left|\mathfrak{D}_{S} \in W^{1, p}\left(\mathfrak{D}_{S}\right)^{3}, \pi\right| \mathfrak{D}_{S} \in L^{p}\left(\mathfrak{D}_{S}\right)$, we may conclude that

$$
\begin{equation*}
-\Delta(\zeta u)+\nabla(\zeta \pi) \mid \mathfrak{D}_{S} \in L^{p}\left(\mathfrak{D}_{S}\right)^{3} \tag{4.9}
\end{equation*}
$$

Obviously the function $\zeta u$ is a weak solution of the Stokes system in $\mathfrak{D}_{S}$ with righthand side $-\Delta(\zeta u)+\nabla(\zeta \pi) \mid \mathfrak{D}_{S}$, where "weak solution" is meant in the sense of $[20$, (IV.1.3)]. In view of (4.8) and (4.9), it follows from [20, Lemma IV.6.1, Exercise IV.6.2] that $\zeta u\left|\mathfrak{D}_{S} \in W^{2, p}\left(\mathfrak{D}_{S}\right)^{3}, \zeta \pi\right| \mathfrak{D}_{S} \in W^{1, p}\left(\mathfrak{D}_{S}\right)$. This implies that $u \mid \mathfrak{D}_{T} \in$ $W^{2, p}\left(\mathfrak{D}_{T}\right)^{3}$ and $\pi \mid \mathfrak{D}_{T} \in W^{1, p}\left(\mathfrak{D}_{T}\right)$.

Now we are in a position to generalize Theorem 4.3 to pairs of functions $(u, \pi) \in$ $\mathfrak{M}_{p}$.

Theorem 4.5. Let $p \in(1, \infty),(u, \pi) \in \mathfrak{M}_{p}, j \in\{1,2,3\}$. Put $F:=L(u)+\nabla \pi$. Take $R$ and $n^{(R)}$ as in Theorem 4.3. Then, for a.e. $y \in \mathfrak{D}_{R}$,

$$
\begin{equation*}
u_{j}(y)=\mathfrak{R}_{j}\left(F \mid \mathfrak{D}_{R}\right)(y)+\mathfrak{S}_{j}\left(\operatorname{div} u \mid \mathfrak{D}_{R}\right)(y)+\int_{\partial \mathfrak{D}_{R}} \mathfrak{A}_{j}^{(R)}(u, \pi)(y, z) d o_{z} \tag{4.10}
\end{equation*}
$$

with $\mathfrak{A}_{j}^{(R)}(u, \pi)(y, z)$ defined as in (4.6).
If $p>3 / 2$, (4.10) holds for any $y \in \mathfrak{D}_{R}$ (without the restriction "a.e.").
Proof. By Theorem 4.4, we have $u \mid \mathfrak{D}_{R} \in W^{2, p}\left(\mathfrak{D}_{R}\right)^{3}$ and $\pi \mid \mathfrak{D}_{R} \in W^{1, p}\left(\mathfrak{D}_{R}\right)$. Therefore (see $[1,(3.18)])$ there are sequences $\left(u_{n}\right)$ in $C^{\infty}\left(\mathbb{R}^{3}\right)^{3}$ and $\left(\pi_{n}\right)$ in $C^{\infty}\left(\mathbb{R}^{3}\right)$ with

$$
\begin{equation*}
\left\|\left(u-u_{n}\right)\left|\mathfrak{D}_{R}\left\|_{2, p}+\right\|\left(\pi-\pi_{n}\right)\right| \mathfrak{D}_{R}\right\|_{1, p} \rightarrow 0 \tag{4.11}
\end{equation*}
$$

By a standard trace theorem, it follows that $u_{k}\left|\partial \mathfrak{D}_{R}, \partial_{l} u_{k}\right| \partial \mathfrak{D}_{R}$, and $\pi \mid \partial \mathfrak{D}_{R}$ belong to $L^{1}\left(\partial \mathfrak{D}_{R}\right)$, and

$$
\begin{equation*}
\left\|\left(u-u_{n}\right)\left|\partial \mathfrak{D}_{R}\left\|_{1}+\right\|\left(\partial_{l} u-\partial_{l} u_{n}\right)\right| \partial \mathfrak{D}_{R}\right\|_{1}+\left\|\left(\pi-\pi_{n}\right) \mid \partial \mathfrak{D}_{R}\right\|_{1} \rightarrow 0 \tag{4.12}
\end{equation*}
$$

for $n \rightarrow \infty \quad(1 \leq k, l \leq 3)$. Let $y \in \mathfrak{D}_{R}$. We may conclude from (4.1) and (4.12) that

$$
\begin{equation*}
\int_{\partial \mathfrak{D}_{R}} \mathfrak{A}_{j}^{(R)}\left(u_{n}, \pi_{n}\right)(y, z) d o_{z} \rightarrow \int_{\partial \mathfrak{D}_{R}} \mathfrak{A}_{j}^{(R)}(u, \pi)(y, z) d o_{z} \quad(n \rightarrow \infty) \tag{4.13}
\end{equation*}
$$

where the definition of $\mathfrak{A}_{j}^{(R)}\left(u_{n}, \pi_{n}\right)(y, z)$ should be obvious by (4.6). For $n \in \mathbb{N}$, we set $F_{n}:=L\left(u_{n}\right)+\nabla \pi_{n}$. By (4.11), we have

$$
\left\|\left(F_{n}-F\right)\left|\mathfrak{D}_{R}\left\|_{p} \rightarrow 0, \quad\right\| \operatorname{div}\left(u-u_{n}\right)\right| \mathfrak{D}_{R}\right\|_{p} \rightarrow 0 \quad(n \rightarrow \infty)
$$

These relations combined with (3.3) and (3.17) imply

$$
\left\|\mathfrak{R}_{j}\left(\left(F_{n}-F\right) \mid \mathfrak{D}_{R}\right)\left|\mathfrak{D}_{R}\left\|_{p}+\right\| \mathfrak{S}_{j}\left(\operatorname{div}\left(u_{n}-u\right) \mid \mathfrak{D}_{R}\right)\right| \mathfrak{D}_{R}\right\|_{p} \rightarrow 0 \quad(n \rightarrow \infty)
$$

Passing from $L^{p}$-convergence to pointwise convergence of subsequences, and recalling (4.11), we see there is a strictly increasing function $\sigma: \mathbb{N} \mapsto \mathbb{N}$ such that

$$
\begin{align*}
& \mathfrak{R}_{j}\left(F_{\sigma(n)} \mid \mathfrak{D}_{R}\right)(y) \rightarrow \mathfrak{R}_{j}\left(F \mid \mathfrak{D}_{R}\right)(y),  \tag{4.14}\\
& \mathfrak{S}_{j}\left(\operatorname{div} u_{\sigma(n)} \mid \mathfrak{D}_{R}\right)(y) \rightarrow \mathfrak{S}_{j}\left(\operatorname{div} u \mid \mathfrak{D}_{R}\right)(y), \quad u_{\sigma(n)}(y) \rightarrow u(y) \quad(n \rightarrow \infty)
\end{align*}
$$

for a.e. $y \in \mathfrak{D}_{R}$. On the other hand, by Theorem 4.3, (4.10) holds with $u$, $\pi$ replaced by $u_{n}, \pi_{n}$, respectively, for $n \in \mathbb{N}$. Therefore we may conclude from (4.13) and (4.14) that (4.10) holds for a.e. $y \in \mathfrak{D}_{R}$.

Now suppose that $p>3 / 2$. Since $(u, \pi) \in \mathfrak{M}_{p}$ and because of a Sobolev inequality (in the case $p \leq 3$ ), we may conclude that $\operatorname{div} u \mid \mathfrak{D}_{R} \in L^{q}\left(\mathfrak{D}_{R}\right)$ for some $q \in(3, \infty)$. Recalling the relation $F \mid \mathfrak{D}_{R} \in L^{p}\left(\mathfrak{D}_{R}\right)^{3}$, we thus see by Lemmas 3.2 and 3.4 with $S=R$ that $\mathfrak{R}\left(F \mid \mathfrak{D}_{R}\right)$ and $\mathfrak{S}\left(\operatorname{div} u \mid \mathfrak{D}_{R}\right)$ are continuous. Moreover, since $p>3 / 2$ and $u \mid \mathfrak{D}_{R} \in W^{2, p}\left(\mathfrak{D}_{R}\right)^{3}$, a Sobolev lemma implies that $u$ may be considered as a continuous function on $\overline{\mathfrak{D}_{R}}$. According to Lemma 4.1, the function associating the integral $\int_{\partial \mathfrak{D}_{R}} \mathfrak{A}_{j}^{(R)}(y, z) d o_{z}$ with each $y \in \mathfrak{D}_{R}$ is also continuous. Thus we may conclude that (4.10) is valid for any $y \in \mathfrak{D}_{R}$, without the restriction "a.e."

Next we perform the transition from a representation formula on $\mathfrak{D}_{R}$ to one on $\overline{\mathfrak{D}}^{c}$. For this step, we only need the decay properties given implicitly by the relations in (4.15).

THEOREM 4.6. Let $p \in(1, \infty)$, $(u, \pi) \in \mathfrak{M}_{p}$. Put $F:=L(u)+\nabla \pi$, and suppose there are numbers $p_{1}, p_{2} \in(1,2), S \in(0, \infty)$ such that $\overline{\mathfrak{D}} \subset B_{S}$,

$$
\begin{align*}
& u\left|B_{S}^{c} \in L^{6}\left(B_{S}^{c}\right)^{3}, \quad \nabla u\right| B_{S}^{c} \in L^{2}\left(B_{S}^{c}\right)^{9}, \quad \pi \mid B_{S}^{c} \in L^{2}\left(B_{s}^{c}\right)  \tag{4.15}\\
& F \mid B_{S}^{c} \in L^{p_{1}}\left(B_{S}^{c}\right)^{3}+L^{p_{2}}\left(B_{S}^{c}\right)^{3}
\end{align*}
$$

Let $j \in\{1,2,3\}$, and put

$$
\begin{align*}
& \mathfrak{B}_{j}(y):=\mathfrak{B}_{j}(u, \pi)(y)  \tag{4.16}\\
& :=\int_{\partial \mathfrak{D}} \sum_{k=1}^{3}\left[\sum _ { l = 1 } ^ { 3 } \left(\mathfrak{Z}_{j k}(y, z)\left(-\partial_{l} u_{k}(z)+\delta_{k l} \pi(z)+u_{k}(z)\left(\tau e_{1}-\omega \times z\right)_{l}\right)\right.\right. \\
& \left.\left.\quad+\partial z_{l} \mathfrak{Z}_{j k}(y, z) u_{k}(z)\right) n_{l}^{(\mathfrak{D})}(z)+E_{4 j}(y-z) u_{k}(z) n_{k}^{(\mathfrak{D})}(z)\right] d o_{z}
\end{align*}
$$

for $y \in \overline{\mathfrak{D}}^{c}$. Then

$$
\begin{equation*}
u_{j}(y)=\mathfrak{R}_{j}(F)(y)+\mathfrak{S}_{j}(\operatorname{div} u)(y)+\mathfrak{B}_{j}(y) \tag{4.17}
\end{equation*}
$$

for a.e. $y \in \overline{\mathfrak{D}}^{c}$. If $p>3 / 2$, (4.17) holds for any $y \in \overline{\mathfrak{D}}^{c}$, without the restriction "a.e."

Proof. The assumptions on $u$ and $\pi$ yield that

$$
\begin{equation*}
\int_{S}^{\infty} \int_{\partial B_{r}}\left(|u(z)|^{6}+|\nabla u(z)|^{2}+|\pi(z)|^{2}\right) d o_{z} d r<\infty \tag{4.18}
\end{equation*}
$$

Therefore there is an increasing sequence $\left(R_{n}\right)$ in $(S, \infty)$ with $R_{n} \rightarrow \infty$ and

$$
\begin{equation*}
\int_{\partial B_{R_{n}}}\left(|u(z)|^{6}+|\nabla u(z)|^{2}+|\pi(z)|^{2}\right) d o_{z} \leq R_{n}^{-1} \quad \text { for } n \in \mathbb{N} \tag{4.19}
\end{equation*}
$$

Otherwise there would be a constant $C \in[S, \infty)$ such that

$$
\int_{\partial B_{r}}\left(|u(z)|^{6}+|\nabla u(z)|^{2}+|\pi(z)|^{2}\right) d o_{z} \geq r^{-1} \quad \text { for } r \in[C, \infty)
$$

in contradiction to (4.18). (Here we used a standard convention from the theory of Lebesgue integration, which states that the integral of every measurable nonnegative function is defined, but may take the value $\infty$.) By our assumptions on $F$, there are functions $G^{(i)} \in L^{p_{i}}\left(B_{S}^{c}\right)^{3}$ for $i \in\{1,2\}$ such that $F \mid B_{S}^{c}=G^{(1)}+G^{(2)}$. Thus, by Lemma 3.1,

$$
\begin{align*}
\int_{\mathbb{R}^{3}} \sum_{k=1}^{3}\left|\mathfrak{Z}_{j k}(y, z)\right| & \left(\chi_{(0, S]}(|z|)\left|F_{k}(z)\right|\right.  \tag{4.20}\\
& \left.+\chi_{(S, \infty)}(|z|)\left(\left|G_{k}^{(1)}(z)\right|+\left|G_{k}^{(2)}(z)\right|\right)\right) d z<\infty
\end{align*}
$$

for a.e. $y \in \overline{\mathfrak{D}}^{c}$. Moreover, by Lemma 3.4 with $q=2$,

$$
\begin{equation*}
\int_{\mathbb{R}^{3}}\left|E_{4 j}(y-z)\right||\operatorname{div} u(z)| d z<\infty \tag{4.21}
\end{equation*}
$$

for a.e. $y \in \overline{\mathfrak{D}}^{c}$. Due to these observations and Theorem 4.5, we see there is a subset $N$ of $\overline{\mathfrak{D}}^{c}$ with measure zero such that the relations in (4.20) and (4.21) hold for $y \in \overline{\mathfrak{D}}^{c} \backslash N$, and such that (4.10) with $R$ replaced by $R_{n}$ holds for $n \in \mathbb{N}$ and $y \in \mathfrak{D}_{R} \backslash N$. In the case $p>3 / 2$, Lemma 3.2 yields that (4.20) is valid for any $y \in \overline{\mathfrak{D}}^{c}$, and Theorem 4.5 implies that (4.10) with $R$ replaced by $R_{n}$ is true for $n \in \mathbb{N}$ and any $y \in \overline{\mathfrak{D}}^{c}$. Moreover, if $p>3 / 2$, the assumption $(u, \pi) \in \mathfrak{M}_{p}$, Lemma 3.4, and a Sobolev inequality (in the case $p \leq 3$ ) allow us to drop the restriction "a.e." in (4.21).

Take $y \in \overline{\mathfrak{D}}^{c}$ in the case $p>3 / 2$, and $y \in \overline{\mathfrak{D}}^{c} \backslash N$ otherwise. Let $n \in \mathbb{N}$ with $R_{n}>|y|$ (hence $y \in \mathfrak{D}_{R_{n}}$ ). Then, by (4.10) with $R$ replaced by $R_{n}$, we get

$$
\begin{equation*}
u_{j}(y)=\mathfrak{R}_{j}\left(F \mid \mathfrak{D}_{R_{n}}\right)(y)+\mathfrak{S}_{j}\left(\operatorname{div} u \mid \mathfrak{D}_{R_{n}}\right)(y)+\mathfrak{A}_{j, n}(y)+\mathfrak{B}_{j}(y) \tag{4.22}
\end{equation*}
$$

with

$$
\begin{aligned}
\mathfrak{A}_{j, n}(y):=\int_{\partial B_{R_{n}}} & \sum_{k=1}^{3}\left[\sum _ { l = 1 } ^ { 3 } \left(\mathfrak{Z}_{j k}(y, z)\left(\partial_{l} u_{k}(z)-\delta_{k l} \pi(z)-\tau \delta_{1 l} u_{k}(z)\right)\right.\right. \\
& \left.\left.-\partial z_{l} \mathfrak{Z}_{j k}(y, z) u_{k}(z)\right) z_{l} / R_{n}-E_{4 j}(y-z) u_{k}(z) z_{k} / R_{n}\right] d o_{z} .
\end{aligned}
$$

Note that in (4.22) we used the relation $\sum_{l=1}^{3}(\omega \times z)_{l} z_{l} / R_{n}=0$ for $z \in \partial B_{R}$. The term $\mathfrak{B}_{j}(y)$ was defined in (4.16). Let $n \in \mathbb{N}$ with $R_{n} / 4 \geq|y|$. Observe that

$$
\begin{equation*}
\left|\mathfrak{A}_{j, n}(y)\right| \leq \mathfrak{C} \sum_{\nu=1}^{4} \sum_{k=1}^{3} \mathfrak{V}_{\nu, k}(y) \tag{4.23}
\end{equation*}
$$

with

$$
\begin{aligned}
& \mathfrak{V}_{1, k}(y):=\left(\int_{\partial B_{R_{n}}}\left|\mathfrak{Z}_{j k}(y, z)\right|^{6 / 5} d o_{z}\right)^{5 / 6}\left\|u \mid \partial B_{R_{n}}\right\|_{6} \\
& \mathfrak{V}_{2, k}(y):=\left(\int_{\partial B_{R_{n}}}\left|\mathfrak{Z}_{j k}(y, z)\right|^{2} d o_{z}\right)^{1 / 2}\left(\left\|\nabla u\left|\partial B_{R_{n}}\left\|_{2}+\right\| \pi\right| \partial B_{R_{n}}\right\|_{2}\right) \\
& \mathfrak{V}_{3, k}(y):=\sum_{l=1}^{3}\left(\int_{\partial B_{R_{n}}}\left|\partial z_{l} \mathfrak{Z}_{j k}(y, z)\right|^{6 / 5} d o_{z}\right)^{5 / 6}\left\|u \mid \partial B_{R_{n}}\right\|_{6} \\
& \mathfrak{V}_{4, k}(y):=\left(\int_{\partial B_{R_{n}}}|y-z|^{-12 / 5} d o_{z}\right)^{5 / 6}\left\|u \mid \partial B_{R_{n}}\right\|_{6}
\end{aligned}
$$

for $k \in\{1,2,3\}$. Since $|y| \leq R_{n} / 4$, we may use inequality (2.23) with $S=2|y|$ in order to estimate $\left|\partial_{z}^{\alpha} \mathfrak{Z}_{j k}(y, z)\right|$ for $z \in \partial B_{R_{n}}, \alpha \in \mathbb{N}_{0}^{3}$ with $|\alpha| \leq 1$. We get by (4.19) and (2.23) that

$$
\begin{align*}
& \mathfrak{V}_{1, k}(y) \leq \mathfrak{C}(|y|)\left(\int_{\partial B_{R_{n}}}\left(|z| s_{\tau}(z)\right)^{-6 / 5} d o_{z}\right)^{5 / 6} R_{n}^{-1 / 6}  \tag{4.24}\\
& \leq \mathfrak{C}(|y|)\left(\int_{\partial B_{R_{n}}} s_{\tau}(z)^{-6 / 5} d o_{z}\right)^{5 / 6} R_{n}^{-7 / 6} \leq \mathfrak{C}(|y|) R_{n}^{-1 / 3}
\end{align*}
$$

where the last inequality follows from Lemma 2.1. The same references yield

$$
\begin{equation*}
\left|\mathfrak{V}_{2, k}(y)\right| \leq \mathfrak{C}(|y|) R_{n}^{-1}, \quad\left|\mathfrak{V}_{3, k}(y)\right| \leq \mathfrak{C}(|y|) R_{n}^{-5 / 6} \quad(1 \leq k \leq 3) \tag{4.25}
\end{equation*}
$$

Moreover, since $|y-z| \geq|z| / 2$ for $\partial B_{R_{n}}$, we find with (4.19) that $\left|\mathfrak{V}_{4, k}(y)\right| \leq$ $\mathfrak{C}(|y|) R_{n}^{-1 / 2}$. From (4.23)-(4.25) and the preceding inequality we may conclude that $\mathfrak{A}_{n, j}(y) \rightarrow 0$ for $n \rightarrow \infty$. Turning to $\mathfrak{R}_{j}\left(F \mid \mathfrak{D}_{R_{n}}\right)(y)$, we observe that by (4.20), our choice of $y$, and Lebesgue's theorem on dominated convergence, we have $\mathfrak{R}_{j}\left(F \mid \mathfrak{D}_{R_{n}}\right)(y)$ $\rightarrow \mathfrak{R}_{j}(F)(y)$ for $n \rightarrow \infty$. Moreover, by (4.21) and again by the choice of $y$ and Lebesgue's theorem, $\mathfrak{S}_{j}\left(\operatorname{div} u \mid \mathfrak{D}_{R_{n}}\right)(y) \rightarrow \mathfrak{S}_{j}(\operatorname{div} u)(y)$ for $n \rightarrow \infty$. Recalling (4.22), we thus have proved (4.17).
5. Applications. In our first application of our representation formula (4.17), we state conditions on $L(u)+\nabla \pi$ and $\operatorname{div} u$ such that $u$ decays as described in (1.4). Since in the proof of this result we want to avoid estimates of the second derivatives of $\mathfrak{Z}_{j k}$, we have to transform the integral $\int_{\partial \mathfrak{D}} \partial z_{l} \mathfrak{Z}_{j k}(y, z) u_{k}(z) n_{l}^{(\mathcal{D})}(z) d o_{z}$ appearing in the definition of $\mathfrak{B}_{j}(y)$ (see (4.16)) into a term where no differential operator acts on $\mathfrak{Z}_{j k}$. This is done in the following lemma.

Lemma 5.1. Let $p \in(1, \infty),(u, \pi) \in \mathfrak{M}_{p}, j \in\{1,2,3\}$. Define

$$
\begin{equation*}
\mathfrak{U}_{j}(y):=\mathfrak{U}_{j}(u)(y):=\int_{\partial \mathfrak{D}} \sum_{k, l=1}^{3} \partial z_{l} \mathfrak{Z}_{j k}(y, z) u_{k}(z) n_{l}^{(\mathfrak{D})}(z) d o_{z} \tag{5.1}
\end{equation*}
$$

for $y \in \overline{\mathfrak{D}}^{c}$. Let $\mathfrak{E}_{p}: W^{2-1 / p, p}(\partial \mathfrak{D}) \mapsto W^{2, p}(\mathfrak{D})$ denote a continuous extension operator (see [39]). Then, for $y \in \overline{\mathfrak{D}}^{c}$,

$$
\begin{align*}
& \mathfrak{U}_{j}(y)=\int_{\mathfrak{D}} \sum_{k=1}^{3}\left[\partial_{k} E_{4 j}(y-z) \mathfrak{E}_{p}\left(u_{k}\right)(z)+\mathfrak{Z}_{j k}(y, z)\right.  \tag{5.2}\\
& \left.\times\left(\left(\tau e_{1}-\omega \times z\right) \cdot \nabla \mathfrak{E}_{p}\left(u_{k}\right)(z)+\left[\omega \times\left(\mathfrak{E}_{p}\left(u_{s}\right)(z)\right)_{1 \leq s \leq 3}\right]_{k}-\Delta \mathfrak{E}_{p}\left(u_{k}\right)(z)\right)\right] d z \\
& +\int_{\partial \mathfrak{D}} \sum_{k, l=1}^{3} \mathfrak{Z}_{j k}(y, z)\left(\left(-\tau e_{1}+\omega \times z\right)_{l} u_{k}(z)+\partial_{l} \mathfrak{E}_{p}\left(u_{k}\right)(z)\right) n_{l}^{(\mathfrak{D})}(z) d o_{z}
\end{align*}
$$

Proof. Let $y \in \overline{\mathfrak{D}}^{c}$. Starting with (2.8), we may refer to Lemma 2.14 in order to apply Fubini's theorem and Lebesgue's theorem on dominated convergence, to obtain

$$
\mathfrak{U}_{j}(y)=\lim _{\delta \downarrow 0, T \rightarrow \infty} \int_{\delta}^{T} \int_{\partial \mathfrak{D}} \sum_{k, l=1}^{3} \partial z_{l} \Gamma_{j k}(y, z, t) u_{k}(z) n_{l}^{(\mathfrak{D})}(z) d o_{z} d t
$$

Next we apply the divergence theorem and then use (2.1). It follows that

$$
\begin{align*}
\mathfrak{U}_{j}(y)= & \lim _{\delta \downarrow 0, T \rightarrow \infty}
\end{align*} \int_{\delta}^{T} \int_{\mathfrak{D}} \sum_{k=1}^{3}\left(\Delta_{z} \Gamma_{j k}(y, z, t) \mathfrak{E}_{p}\left(u_{k}\right)(z) .\right.
$$

As explained in the proof of [7, Theorem 4.2], the relation in (2.2) and Lemma 2.14 yield

$$
\begin{gather*}
\lim _{\delta \downarrow 0, T \rightarrow \infty} \int_{\delta}^{T} \int_{\mathfrak{D}} \sum_{k=1}^{3} \partial_{t} \Gamma_{j k}(y, z, t) \mathfrak{E}_{p}\left(u_{k}\right)(z) d z d t  \tag{5.4}\\
=\int_{\mathfrak{D}} \sum_{k=1}^{3} \partial_{k} E_{4 j}(y-z) \mathfrak{E}_{p}\left(u_{k}\right)(z) d z .
\end{gather*}
$$

For the other terms on the right-hand side of (5.3), the passage to the limit $\delta \downarrow 0$ and $T \rightarrow \infty$ presents no difficulty because due to Lemma 2.14 we may directly apply Fubini's and Lebesgue's theorems. We further use the formula $(a \times b) \cdot c=-(a \times c) \cdot b$ for vectors $a, b, c$ in $\mathbb{R}^{3}$. In this way, letting $\delta$ tend to zero and $T$ to infinity, and taking account of (5.4), we may deduce (5.2) from (5.3).

Now we may prove a decay estimate for $\mathfrak{B}_{j}(u, \pi)$.
Lemma 5.2. Let $p \in(1, \infty),(u, \pi) \in \mathfrak{M}_{p}, j \in\{1,2,3\}$. Define $\mathfrak{B}_{j}=\mathfrak{B}_{j}(u, \pi)$ as in (4.16). Then $\mathfrak{B}_{j} \in C^{1}\left(\overline{\mathfrak{D}}^{c}\right)$.

Let $S \in(0, \infty)$ with $\overline{\mathfrak{D}} \subset B_{S}$. Put $\delta:=\operatorname{dist}\left(\overline{\mathfrak{D}}, \partial B_{S}\right)$. Let $\alpha \in \mathbb{N}_{0}^{3}$ with $|\alpha| \leq 1$, $y \in B_{S}^{c}$. Then

$$
\begin{align*}
& \quad\left|\partial^{\alpha} \mathfrak{B}_{j}(y)\right|  \tag{5.5}\\
& \leq \mathfrak{C}(S, \delta)\left(\left\|\nabla u\left|\partial \mathfrak{D}\left\|_{1}+\right\| \pi\right| \partial \mathfrak{D}\right\|_{1}+\widetilde{C}(\mathfrak{D}, p)\|u \mid \partial \mathfrak{D}\|_{2-1 / p, p}\right)\left(|y| s_{\tau}(y)\right)^{-1-|\alpha| / 2}
\end{align*}
$$

where $\widetilde{C}(\mathfrak{D}, p)$ is a constant depending only on $\mathfrak{D}$ and $p$.
Proof. We use the decomposition $\mathfrak{B}_{j}(y)=\left(\mathfrak{B}_{j}(y)-\mathfrak{U}_{j}(y)\right)+\mathfrak{U}_{j}(y)$, with $\mathfrak{U}_{j}=$ $\mathfrak{U}_{j}(u, \pi)$ defined in (5.1). Equation (5.2) and Lemma 4.2 yield that $\mathfrak{B}_{j}-\mathfrak{U}_{j}$ and $\mathfrak{U}_{j}$ belong to $C^{1}\left(\overline{\mathfrak{D}}^{c}\right)$. Therefore we have $\mathfrak{B}_{j} \in C^{1}\left(\overline{\mathfrak{D}}^{c}\right)$. Moreover, by (4.2), (4.3), (4.16), and (5.2),

$$
\begin{align*}
&\left|\partial^{\alpha}\left(\mathfrak{B}_{j}-\mathfrak{U}_{j}\right)(y)\right|+\left|\partial^{\alpha} \mathfrak{U}_{j}(y)\right|  \tag{5.6}\\
& \leq \mathfrak{C}(S, \delta)\left(|y| s_{\tau}(y)\right)^{-1-|\alpha| / 2}\left(\left\|\nabla u\left|\partial \mathfrak{D}\left\|_{1}+\right\| \pi\right| \partial \mathfrak{D}\right\|_{1}+\|u \mid \partial \mathfrak{D}\|_{1}\right. \\
&\left.\quad+\sum_{k=1}^{3}\left(\left\|\mathfrak{E}_{p}\left(u_{k}\right)\right\|_{2,1}+\left\|\nabla \mathfrak{E}_{p}\left(u_{k}\right) \mid \partial \mathfrak{D}\right\|_{1}\right)\right),
\end{align*}
$$

where the extension operator $\mathfrak{E}_{p}$ was introduced in Lemma 5.1. On the other hand, by a standard trace theorem and by the choice of $\mathfrak{E}_{p}$,

$$
\begin{align*}
& \left\|\nabla \mathfrak{E}_{p}\left(u_{k}\right)\left|\partial \mathfrak{D}\left\|_{1} \leq \mathfrak{C}\right\| \nabla \mathfrak{E}_{p}\left(u_{k}\right)\right| \partial \mathfrak{D}\right\|_{p} \leq \mathfrak{C}(p)\left\|\mathfrak{E}_{p}\left(u_{k}\right)\right\|_{2, p}  \tag{5.7}\\
& \leq \mathfrak{C}(p)\|u \mid \partial \mathfrak{D}\|_{2-1 / p, p}, \\
& \left\|\mathfrak{E}_{p}\left(u_{k}\right)\right\|_{2,1} \leq \mathfrak{C}\left\|\mathfrak{E}_{p}\left(u_{k}\right)\right\|_{2, p} \leq \mathfrak{C}(p)\|u \mid \partial \mathfrak{D}\|_{2-1 / p, p} \tag{5.8}
\end{align*}
$$

for $k \in\{1,2,3\}$. Inequality (5.5) is a consequence of (5.6)-(5.8).
At this point, we are in a position to derive the decay relations (1.4) for $u$ if $L(u)+\nabla \pi$ and $\operatorname{div} u$ decay sufficiently fast.

Theorem 5.3. Let $p \in(1, \infty),(u, \pi) \in \mathfrak{M}_{p}$. Put $F:=L(u)+\nabla \pi$. Suppose there are numbers $S_{1}, S, \gamma \in(0, \infty), A \in[2, \infty), B \in \mathbb{R}$ such that $S_{1}<S, \overline{\mathfrak{D}} \subset B_{S_{1}}$,

$$
\begin{aligned}
& u\left|B_{S}^{c} \in L^{6}\left(B_{S}^{c}\right)^{3}, \quad \nabla u\right| B_{S}^{c} \in L^{2}\left(B_{S}^{c}\right)^{9}, \quad \pi \mid B_{S}^{c} \in L^{2}\left(B_{S}^{c}\right), \quad \operatorname{supp}(\operatorname{div} u) \subset B_{S_{1}} \\
& A+\min \{1, B\} \geq 3,|F(z)| \leq \gamma|z|^{-A} s_{\tau}(z)^{-B} \text { for } z \in B_{S_{1}}^{c}
\end{aligned}
$$

Put $\delta:=\operatorname{dist}\left(\overline{\mathfrak{D}}, \partial B_{S}\right)$. Let $i, j \in\{1,2,3\}, y \in B_{S}^{c}$. Then

$$
\begin{align*}
&\left|u_{j}(y)\right| \leq \mathfrak{C}\left(S, S_{1}, A, B, \delta\right)\left(\gamma+\left\|F\left|B_{S_{1}}\left\|_{1}+\right\| \operatorname{div} u\left\|_{1}+\right\| \nabla u\right| \partial \mathfrak{D}\right\|_{1}\right.  \tag{5.9}\\
&\left.\quad+\left\|\pi\left|\partial \mathfrak{D}\left\|_{1}+\widetilde{C}(\mathfrak{D}, p)\right\| u\right| \partial \mathfrak{D}\right\|_{2-1 / p, p}\right)\left(|y| s_{\tau}(y)\right)^{-1} l_{A, B}(y) \\
&\left|\partial_{i} u_{j}(y)\right|  \tag{5.10}\\
& \leq \mathfrak{C}\left(S, S_{1}, A, B, \delta\right)\left(\gamma+\left\|F\left|B_{S_{1}}\left\|_{1}+\right\| \operatorname{div} u\left\|_{1}+\right\| \nabla u\right| \partial \mathfrak{D}\right\|_{1}+\|\pi \mid \partial \mathfrak{D}\|_{1}\right. \\
&\left.+\widetilde{C}(\mathfrak{D}, p)\|u \mid \partial \mathfrak{D}\|_{2-1 / p, p}\right)\left(|y| s_{\tau}(y)\right)^{-3 / 2} s_{\tau}(y)^{\max (0,7 / 2-A-B)} l_{A, B}(y)
\end{align*}
$$

where $\widetilde{C}(\mathfrak{D}, p)$ was introduced in Lemma 5.2 and function $l_{A, B}(y)$ in Theorem 3.3. If
the assumption $\operatorname{supp}(\operatorname{div} u) \subset B_{S_{1}}$ is replaced by the condition

$$
|\operatorname{div} u(z)| \leq \widetilde{\gamma}|z|^{-C} s_{\tau}(z)^{-D} \quad \text { for } z \in B_{S_{1}}^{c}
$$

for some $\widetilde{\gamma} \in(0, \infty), C \in(5 / 2, \infty), D \in \mathbb{R}$ with $C+\min \{1, D\}>3$, then inequality (5.9) remains valid if the term $\|\operatorname{div} u\|_{1}$ on the right-hand side of (5.9) is replaced by $\widetilde{\gamma}+\left\|\operatorname{div} u \mid B_{S_{1}}\right\|_{1}$. Of course, in that case the constant in (5.9) additionally depends on $C$ and $D$.

Note that if $A+\min \{1, B\}>3, A+B \geq 7 / 2$ in Theorem 5.3, then $l_{A, B}(y)=1$ in (5.9) and $s_{\tau}(y)^{\max (0,7 / 2-A-B)} l_{A, B}(y)=1$ in (5.10). The preceding conditions on $A$ and $B$ are verified if, for example, $A=5 / 2, B=1$, or $B=3 / 2$ and $A=2+\epsilon$ for some $\epsilon \in(0,1 / 2)$.

Proof of Theorem 5.3. By Lemma 2.1, we see that $\int_{B_{S_{1}}^{c}}|F(z)|^{r} d z<\infty$ for any $r \in(1, \infty)$. Thus Theorem 4.6 yields that the representation formula (4.17) holds for a.e. $y \in \overline{\mathfrak{D}}^{c}$. Therefore Theorem 5.3 follows from Theorems 3.3 and 3.5 and Lemma 5.2.

In the next theorem, we present an asymptotic profile of $u$ for the case that $L(u)+\nabla \pi$ and $\operatorname{div} u$ have compact support.

Theorem 5.4. Let $p \in(1, \infty),(u, \pi) \in \mathfrak{M}_{p}, S, S_{1} \in(0, \infty)$ with $S_{1}<S$, and put $F:=L(u)+\nabla \pi$. Suppose that

$$
\begin{aligned}
& \overline{\mathfrak{D}} \cup \operatorname{supp}(F) \cup \operatorname{supp}(\operatorname{div} u) \subset B_{S_{1}} \\
& u\left|B_{S}^{c} \in L^{6}\left(B_{S}^{c}\right)^{3}, \quad \nabla u\right| B_{S}^{c} \in L^{2}\left(B_{S}^{c}\right)^{9}, \quad \pi \mid B_{S}^{c} \in L^{2}\left(B_{s}^{c}\right)
\end{aligned}
$$

Then there are coefficients $\beta_{1}, \beta_{2}, \beta_{3} \in \mathbb{R}$ and functions $\mathfrak{F}_{1}, \mathfrak{F}_{2}, \mathfrak{F}_{3} \in C^{0}\left(B_{S}^{c}\right)$ such that for $j \in\{1,2,3\}, y \in B_{S}^{c}$,

$$
\begin{align*}
u_{j}(y)= & \sum_{k=1}^{3} \beta_{k} \mathfrak{Z}_{j k}(y, 0)  \tag{5.11}\\
& +\left(\int_{\partial \mathfrak{D}} u \cdot n^{(\mathfrak{D})} d o_{z}+\int_{B_{S_{1}}} \operatorname{div} u d z\right) E_{4 j}(y)+\mathfrak{F}_{j}(y)
\end{align*}
$$

and

$$
\begin{align*}
\left|\mathfrak{F}_{j}(y)\right| \leq \mathfrak{C}\left(S, S_{1}\right)\left(\|F\|_{1}\right. & +\|\operatorname{div} u\|_{1}+\left\|\nabla u\left|\partial \mathfrak{D}\left\|_{1}+\right\| \pi\right| \partial \mathfrak{D}\right\|_{1}  \tag{5.12}\\
& \left.+C(\mathfrak{D}, p)\|u \mid \partial \mathfrak{D}\|_{2-1 / p, p}\right)\left(|y| s_{\tau}(y)\right)^{-3 / 2}
\end{align*}
$$

where $C(\mathfrak{D}, p)>0$ depends only on $\mathfrak{D}$ and $p$. (Note that $\left|E_{4 j}(y)\right| \leq \mathfrak{C}|y|^{-2}$ and $|y|^{-2} \leq \mathfrak{C}(S)\left(|y| s_{\tau}(y)\right)^{-1}$ for $y \in B_{S}^{c}$; see Lemma 2.4.)

Proof. Take $j \in\{1,2,3\}, y \in B_{S}^{c}$. Observe that

$$
\begin{equation*}
|y-\vartheta z| \geq|y|-S_{1} \geq\left(1-S_{1} / S\right)|y|>0 \quad \text { for } z \in B_{S_{1}}, \vartheta \in[0,1] \tag{5.13}
\end{equation*}
$$

In view of Lemma 2.15, we may conclude that the term $\mathfrak{Z}_{j k}(y, \vartheta z)$ is continuously differentiable with respect to $\vartheta \in[0,1]$, for any $z \in B_{S_{1}}$ and $k \in\{1,2,3\}$, with
obvious derivatives. Therefore we may define

$$
\begin{aligned}
& \mathfrak{F}_{j}(y) \\
&:=\int_{B_{S_{1}}}\left(\sum_{k, s=1}^{3} \int_{0}^{1} \partial x_{s} \mathfrak{\mathfrak { Z }}_{j k}(y, x)_{\mid x=\vartheta z} d \vartheta z_{s} F_{k}(z)\right. \\
&\left.\quad-\sum_{s=1}^{3} \int_{0}^{1} \partial_{s} E_{4 j}(y-\vartheta z) d \vartheta z_{s} \operatorname{div} u(z)\right) d z \\
&+ \int_{\partial \mathfrak{D}}\left(\sum_{k, s=1}^{3} \int_{0}^{1} \partial x_{s} \mathfrak{\mathfrak { Z }}_{j k}(y, x)_{\mid x=\vartheta z} d \vartheta z_{s}\right. \\
& \quad \times \sum_{l=1}^{3}\left(-\partial_{l} u_{k}(z)+\delta_{k l} \pi(z)+\partial_{l} \mathfrak{E}_{p}\left(u_{k}\right)(z)\right) n_{l}^{(\mathfrak{D})}(z) \\
&\left.\quad-\sum_{s=1}^{3} \int_{0}^{1} \partial_{s} E_{4 j}(y-\vartheta z) d \vartheta z_{s} u_{k}(z) n_{k}^{(\mathfrak{D})}(z)\right) d o_{z} \\
&+\int_{\mathfrak{D}} \sum_{k=1}^{3}\left(\partial_{k} E_{4 j}(y-z) \mathfrak{E}_{p}\left(u_{k}\right)(z)\right. \\
& \quad+\sum_{s=1}^{3} \int_{0}^{1} \partial x_{s} \mathfrak{\mathfrak { Z }}_{j k}(y, x)_{\mid x=\vartheta z} d \vartheta z_{s}\left(\left(\tau e_{1}-\omega \times z\right) \cdot \nabla \mathfrak{E}_{p}\left(u_{k}\right)(z)\right. \\
&\left.\left.\quad+\left[\omega \times\left(\mathfrak{E}_{p}\left(u_{s}\right)(z)\right)_{1 \leq s \leq 3}\right]_{k}-\Delta \mathfrak{E}_{p}\left(u_{k}\right)(z)\right)\right) d z
\end{aligned}
$$

where the extension operator $\mathfrak{E}_{p}$ was introduced in Lemma 5.1. We further set

$$
\begin{aligned}
\beta_{k}:= & \int_{B_{S_{1}}} F_{k}(z) d z+\int_{\partial \mathfrak{D}} \sum_{l=1}^{3}\left(-\partial_{l} u_{k}(z)+\delta_{k l} \pi(z)+\partial_{l} \mathfrak{E}_{p}\left(u_{k}\right)(z)\right) n_{l}^{(\mathfrak{D})}(z) d o_{z} \\
& +\int_{\mathfrak{D}}\left(\left(\tau e_{1}-\omega \times z\right) \cdot \nabla \mathfrak{E}_{p}\left(u_{k}\right)(z)\right. \\
& \left.\quad+\left[\omega \times\left(\mathfrak{E}_{p}\left(u_{s}\right)(z)\right)_{1 \leq s \leq 3}\right]_{k}-\Delta \mathfrak{E}_{p}\left(u_{k}\right)(z)\right) d z .
\end{aligned}
$$

Then, referring to (4.17), (4.16), (5.1), and (5.2), we obtain (5.11). By (5.13), the choice of $\mathfrak{E}_{p}$ in Lemma 5.1, and (2.22), we further find

$$
\begin{align*}
& \left|\mathfrak{F}_{j}(y)\right| \leq \mathfrak{C}\left(S, S_{1}\right)\left(|y| s_{\tau}(y)\right)^{-3 / 2}\left(\|F\|_{1}+\left\|\nabla u\left|\partial \mathfrak{D}\left\|_{1}+\right\| \pi\right| \partial \mathfrak{D}\right\|_{1}\right.  \tag{5.14}\\
& \left.\quad+\sum_{k=1}^{3}\left(\left\|\nabla \mathfrak{E}_{p}\left(u_{k}\right) \mid \partial \mathfrak{D}\right\|_{1}+\left\|\mathfrak{E}_{p}\left(u_{k}\right)\right\|_{2,1}\right)\right) \\
& \quad+\mathfrak{C}\left(S, S_{1}\right)|y|^{-3}\left(\|\operatorname{div} u\|_{1}+\|u \mid \partial \mathfrak{D}\|_{1}+\sum_{k=1}^{3}\left\|\mathfrak{E}_{p}\left(u_{k}\right)\right\|_{1}\right)
\end{align*}
$$

Inequality (5.14), Lemma 2.4, and (5.7) imply (5.11).
Finally we use (4.17) in order to obtain a representation formula for weak solutions of the stationary Navier-Stokes system with Oseen and rotational terms.

Theorem 5.5. Let $u \in W_{\text {loc }}^{1,1}\left(\overline{\mathfrak{D}}^{c}\right)^{3} \cap L^{6}(\overline{\mathfrak{D}})^{3}$ with $\nabla u \in L^{2}(\overline{\mathfrak{D}})^{9}$. Let $\pi \in L^{2}(\overline{\mathfrak{D}})$, $p \in(1, \infty), q \in(1,2)$, and let $f: \overline{\mathfrak{D}}^{c} \mapsto \mathbb{R}^{3}$ be a function with $f \mid \mathfrak{D}_{T} \in L^{p}\left(\mathfrak{D}_{T}\right)^{3}$ for $T \in(0, \infty)$ with $\overline{\mathfrak{D}} \subset B_{T}, f \mid B_{S}^{c} \in L^{q}\left(B_{S}^{c}\right)^{3}$ for some $S \in(0, \infty)$ with $\overline{\mathfrak{D}} \subset B_{S}$.

Suppose that the pair $(u, \pi)$ is a weak solution of the Navier-Stokes system with Oseen and rotational terms, and with right-hand side f, that is,

$$
\begin{aligned}
& \int_{\overline{\mathfrak{D}}^{c}}\left(\nabla u \cdot \nabla \varphi+\left(\tau(u \cdot \nabla) u+\tau \partial_{1} u-(\omega \times z) \cdot \nabla u+\omega \times u\right) \cdot \varphi+\pi \operatorname{div} \varphi\right) d z \\
& =\int_{\overline{\mathfrak{D}}^{c}} f \cdot \varphi d z \quad \text { for } \varphi \in C_{0}^{\infty}\left(\overline{\mathfrak{D}}^{c}\right)^{3}, \quad \operatorname{div} u=0
\end{aligned}
$$

Then

$$
\begin{equation*}
u_{j}(y)=\mathfrak{R}_{j}(f-\tau(u \cdot \nabla) u)(y)+\mathfrak{B}_{j}(u, \pi)(y) \tag{5.15}
\end{equation*}
$$

for $j \in\{1,2,3\}$ and for a.e. $y \in \overline{\mathfrak{D}}^{c}$, where $\mathfrak{B}_{j}(u, \pi)$ was defined in (4.16).
Proof. Since $u \in L^{6}(\overline{\mathfrak{D}})^{3}$ and $\nabla u \in L^{2}(\overline{\mathfrak{D}})^{9}$, Hölder's inequality yields $\tau(u \cdot \nabla) u \in$ $L^{3 / 2}\left(\overline{\mathfrak{D}}^{c}\right)^{3}$. It further follows that the term $\tau \partial_{1} u(z)-(\omega \times z) \cdot \nabla u(z)+\omega \times u(z)$, considered as a function of $z \in \mathfrak{D}_{T}$, belongs to $L^{2}\left(\mathfrak{D}_{T}\right)^{3}$ for any $T \in(0, \infty)$ with $\mathfrak{D} \subset B_{T}$. Therefore, putting

$$
F(z):=f(z)-\tau(u(z) \cdot \nabla) u(z)-\tau \partial_{1} u(z)+(\omega \times z) \cdot \nabla u(z)-\omega \times u(z)
$$

for $z \in \overline{\mathfrak{D}}^{c}$, we see that $F \mid \mathfrak{D}_{T} \in L^{\min \{p, 3 / 2\}}\left(\mathfrak{D}_{T}\right)^{3}$ for $T$ as above. Thus, considering the pair $(u, \pi)$ as a weak solution (in the sense of [20, (IV.1.3)]) of the Stokes system with right-hand side $F$, we may refer to [20, Theorem IV.4.1] (interior regularity for the Stokes system), to obtain that

$$
\begin{aligned}
& u\left|\mathfrak{D}_{T} \in W_{l o c}^{2, \min \{p, 3 / 2\}}\left(\mathfrak{D}_{T}\right)^{3}, \quad \pi\right| \mathfrak{D}_{T} \in W_{l o c}^{1, \min \{p, 3 / 2\}}\left(\mathfrak{D}_{T}\right) \quad(T \text { as above }), \\
& -\Delta u+\nabla \pi=F, \quad \text { and hence } \quad L(u)+\nabla \pi=f-\tau(u \cdot \nabla) u .
\end{aligned}
$$

As $\tau(u \cdot \nabla) u \in L^{3 / 2}\left(\overline{\mathfrak{D}}^{c}\right)^{3}$, we now conclude that $L(u)+\nabla \pi \mid \mathfrak{D}_{T} \in L^{\min \{p, 3 / 2\}}\left(\mathfrak{D}_{T}\right)^{3}$ for $T$ as above, so $(u, \pi) \in \mathfrak{M}_{\min \{p, 3 / 2\}}$. The preceding observations mean that the assumptions of Theorem 4.6 are satisfied with $p, p_{1}$ replaced by, respectively, $\min \{p, 3 / 2\}$ and $q$, and with $p_{2}=3 / 2$. Thus (5.15) follows from Theorem 4.6.
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#### Abstract

SUMMARY The paper deals with the properties of the steady fall of a body in linear fluids (Oseen and Stokes cases) and in nonlinear fluids (Navier-Stokes fluids) in $L^{q}$ structure. Copyright © 2004 John Wiley \& Sons, Ltd.
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## 1. INTRODUCTION

The problem of the motion of a rigid body through a liquid has attracted the attention of several scientists for over a century. We would like to mention works of Kirchhoff [1] and Lord Kelvin [2] regarding the motion of one or more bodies in a frictionless liquid. We wish to mention the work of Brenner [3] concerning the steady motion of one or more bodies in a linear viscous liquid in the Stokes approximation, further the works of Weinberger [4,5] and Serre [6] regarding the fall of a body in an incompressible Navier-Stokes fluid under the action of gravity. In the paper of Weinberger [4] an existence of weak solution in the Navier--Stokes fluids was proved and it was shown that the existence of the steady fall in the Stokes flow can be obtained as a limit of the Navier-Stokes solutions. Also the variational properties of the steady fall in the Stokes flow were studied in Reference [5].

The work of Galdi and Vaidya studied the translational steady fall of symmetric bodies in a Navier-Stokes liquid, see Reference [7]. We would like to mention the work of Childress [8] here. He studied the uniform, slow motion of a sphere in a viscous fluid and he examined the case where the undisturbed fluid rotates with the constant angular velocity $\omega$ and the axis

[^3]of rotation is taken to coincide with the line of motion. The various modifications of classical problem for small Reynolds number are discussed. The analytical result is a correction to Stokes's drag formula, valid for small values of the Reynolds number and the Taylor number and tending to the classical Oseen correction as the last parameter tends to zero.
In the work of Saffmann [9] we find an estimate for the lift. In the work of Maslennikova [10] the uniform rate of decrease for large time with respect to $x \in E_{2}$, of the solution of the Cauchy problem for a linearized system governing the motion of a rotating viscous fluid is obtained for the case of two space variables. She obtained a time decay of $O\left(1 / t^{3 / 2}\right)$ for the velocity vector $v(x, t)$ and a time decay of $O(1 / t)$ for the pressure function $P(x, t)$. We also mention the work of Hishida [11] here. He was interested in an existence theorem for the Navier-Stokes flow in the exterior of a rotating obstacle. He proved that a unique solution exists locally in time if the initial velocity possesses the regularity $H^{1 / 2}$.

In the work of Gunther et al. [12] we find formulas for computing hydrodynamic forces on a submerged rigid body under assumption that the governing equations for the fluid flow are the steady Navier-Stokes equations. Also of related interest is the case when the body moves by self-propulsion-a subject recently treated by Pukhnachev [13,14], Galdi [15-19]. Self-propulsion is a common means of locomotion of macroscopic bodies in fluids-motions performed by birds, fishes, airplanes, rockets and submarines. In microscopic realm, many minute organism like flagellates and ciliates move by self-propulsion. The main feature of this type of problems lies in the fact that the mechanical system is constituted by solid and liquid so that the motion of the one influences that of the other, Among the many applications that this study may lead to, an interesting one is sedimentation of particles in a quiescent viscous liquid. Here, a homogencous, symmetric partiole is dropped into the liquid under the action of gravity. After a certain time, the particle will eventually reach an equilibrium orientation with respect to gravity. This orientation depends on the physical properties of the liquid and the particle. For instance, if the liquid is viscous and Newtontan, and the particle is a homogeneous body of revolution around an axis a with fore-aft symruetry (like prolate or oblate spheroids of constant density), the particle will always reach an equilibrium orientation orthogonal or parallel to the gravity, depending upon whether the particle is prolate or oblate in shape-no matter what its initial orientation is. If the liquid is viscoelastic, the same particle will reach a different orientation, depending on the balance between the elastic and inertial properties of the fluid see Reference [20]. Mathematical models describing the sedimentation and consolidation of solid-liquid suspension under the influence of gravity are of great importance for a variety of application such as wastewater treatmen, mineral processing, chemical and civil engineering see References [21,22].

Global existence of weak solutions for viscous non-steady incompressible flows was studied by many authors see References $[23-27]$, etc. The problem with rotating fluid where Coriolis force plays important role was intensively studied by Babin et al. [28-30], etc.
We consider the fall under its own weight of a bounded connected rigid body in an infinite Navier-Stokes fluid which is at rest at infinity. We say that the falling motion is steady if the velocity and pressure of the fluid in a co-ordinate system which is attached to the body are independent of time. Such a motion may be a limit of a class of unsteady falling motions. We prescribe the shape and downward orientation of the body. We think of the body as a hollow one inside which we are free to move masses about. We seek a position of the centre of mass which will result in a steady falling motion with the given downward orientation. In general, the body must undergo a rotation about the vertical axis as well as a translation in this motion.

The velocity at infinity in this moving co-ordinate frame is $-[U+\omega \times r]$, where $U$ and $\omega$ are linear and angular velocities of the body relative to a Galilean frame. Since the flow is to be independent of time, $U$ and $\omega$ must be constant. These two vectors are to be determined by equating the viscous force and torque on the body to the force and torque due to gravity. The viscous force must be constant. The direction of the gravitational field $g$ in the moving co-ordinates will rotate about the $\omega$-axis, so that the force is not constant, unless $\omega$ is in the direction of $g$. We have $\omega=\lambda g$, where $\lambda$ is a scalar constant and $g$ is a vector which is fixed in the body.
Since $U$ and $\omega$ are constant, the difference between the velocity and its limiting value $-[U+\omega \times r]$ will also be independent of time in the moving co-ordinates. We call this difference $u(x)$. Its components $u_{j}$ are the components of velocity in Galilean co-ordinate system resolved along the co-ordinate directions of the moving co-ordinate frame.

The steady Navier-Stokes equations has the following form:

$$
\begin{align*}
\rho[(u-U-\lambda g \times r) \cdot \nabla] u+\lambda \rho g \times u+\nabla p-\mu \Delta u & =\rho g  \tag{1}\\
\nabla \cdot u & =0
\end{align*}
$$

Equations (1) are to hold in a fixed domain $\Omega$ which is the exterior of a closed bounded connected set $B \subset R^{3}$. The constant vectors $U$ and $\lambda g$ are to be determined from the equilibrium conditions:

$$
\begin{gather*}
\int_{\partial B B} f \mathrm{~d} S=m^{\prime} g  \tag{2}\\
\int_{\partial \partial B} f \times r \mathrm{~d} S=m^{\prime} g \times r^{\prime}
\end{gather*}
$$

and with a condition on boundary

$$
\begin{equation*}
u(x)=U(x)+\lambda g \times x, \quad x \in \partial \Omega \tag{*}
\end{equation*}
$$

and with the behaviour at infinity

$$
\lim _{|x| \rightarrow \infty} u(x)=0
$$

where $m^{\prime}, r^{\prime}$ are the mass and the position of the centre of mass of the mass distribution on $B$ and $f_{i}=\sigma_{i j} n_{j}$ is the surface force per unit area on $B$. We are interested in the case given $g, m^{\prime}$, find $r^{\prime}$ such that there is a solution $u$ of (1) with a condition on the boundary and behaviour at infinity given, respectively, by $(*),(* *)$ as well as the equilibrium conditions (2) hold.

First, we would like to mention some analytical results. Then we show asymptotic properties of the Stokes and the Oseen problem when we take into account the Coriolis force (we extend results from paper [31]). We obtained that the Coriolis force gives us more regularity in components of velocity if there is no rotation. Moreover, we prove the existence of the solution of the Navier-Stokes equations under smallness of data. Finally, we are interested in 2D and 3D cases when we also include term $(\omega \times x) \cdot \nabla u$, which the rotation effect brings.

Complementary comments: The mathematical study of the flow of viscous fluid around a three-dimensional obstacle and flow past the obstacle was the subject of many papers. The existence theory of solutions with a finite Dirichlet integral (D-solutions) for both problems
is well known, see Reference [32]. In Reference [32] it was also proved tes the solutions approach their limits at infinity pointwise. In 1965 Finn introduced the so-alled PR-solltions (physically reasonable solution), i.e. solutions satisfying the relation

$$
\begin{aligned}
|v(x)| & =O\left(|x|^{-1}\right) \quad \text { if } v_{\infty}=0 \\
\left|v(x)-v_{\infty}\right| & =O\left(|x|^{-1 / 2-\varepsilon}\right) \quad \text { if } v_{\infty} \neq 0
\end{aligned}
$$

where $\varepsilon$ may be arbitrary small. In the case of the flow past the obstacte $\left(\varepsilon_{8}-0\right)$ it was proved by Babenko [33] and Galdi [34] that every D-solution is PR-solutices Moteover, in References $[33,34]$ the asymptotic behaviour of solutions was investigated and the existrice of a wake region behind the obstacle was shown. The uniqueness of such solutioes ses stadied under additional smallness assumptions, see Reference [34].
The first complete treatment of existence and uniqueness of the Oseen problem in an exterior domain is due to Faxén [35], who generalized the method introduced by Olcwist in his thesis for the problem [36]. Here we would like to mention work of Finn [37], where the extatence of solution of steady Navier-Stokes equations and associated perturbatioe probless in an exterior domain were proved. The Oseen problem in the whole space was steded frst by Babenko [33] and we can find the expanded version it works of Gald [34). Clisciel results on behaviour at infinity of the Oseen problem were decrited in the work of Cleys and Finn [39]. Existence and uniqueness results for threc-dimersinal llows in weigted (atisotropic) Sobolev spaces with weights reflecting the decay propertie of furdamental solution bave been proved by Farwig [ 40,41 ]. A boundary integral approceh 's provided by Ficher et al. [42]. The first existence and uniqueness theorems for the Seites problem in an extencer domain $\Omega$ is due to Borgio [53], for $\Omega$ a ball In the seme typoctesis on $\Omega$. Oseen fimishes the explicit form of the Green's tensor. The first evistece zed anigeness reechit the general case can be found in the work of Odqvist. The extimatie list of refercmoss cancerning these problems can be found in the books of Galdif [34] ad in te shey paper of Farmig [43]. In 2D case of the Stokes problem we would like to stess the clasical paper by Finn and Noll [44] and Chang and Finn [39]. We rete the rexder to wotbo of Sequeira $[45,46]$ and Hsiao and McCamy [47]. For the Stokes and the Navier-Staice problem in weighted function spaces with detached asymptotic, we refer to work of Naxrior and Pileckas [48].

## 2. PRELIMINARIES

The Lebesgue spaces are denoted by $L \mathcal{R}\left(\mathbb{R}^{*}\right), 1 \leqslant p \leqslant \infty$, and equipped with the norms $\|\cdot\|_{0, p}$. By $W^{k, p}\left(\mathbb{R}^{n}\right), k \geqslant 0$, an integer, $1 \leqslant p \leqslant \infty$, we denote the usual Sobolev spaces with the norms

$$
\begin{equation*}
\|\cdot\| k_{, p}=\sum_{i=0}^{k}\left\|^{2} \cdot\right\|_{1} \tag{3}
\end{equation*}
$$

where $\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots, \alpha_{k}\right)$ denotes the standard multi-index, see References [52,54]. Further, we define the homogeneous Sobolev spaces $D^{m, q}\left(\mathbb{R}^{8}\right)$ as

$$
D^{m, q}(\Omega)=\overline{C_{0}^{\infty}(\Omega)} \nabla \cdot \|_{x-k,}
$$

equipped with the norm $\|\nabla \cdot\|_{m-1 . q}$. Denote by $S\left(\mathbb{R}^{n}\right)$ the space of functions of rapid decrease consisting of element $u$ from $C^{\infty}\left(\mathbb{R}^{n}\right)$ such that

$$
\sup _{x \in \mathbb{R}^{n}}\left(\left|x_{1}\right|^{\beta 1} \ldots\left|x_{n}\right|^{\gamma n}\left|D^{\beta} u(x)\right|\right)<\infty
$$

for all $\gamma_{1}, \ldots, \gamma_{n}>0$ and $|\beta| \geqslant 0$. For $u \in S\left(\mathbb{R}^{n}\right)$ we denote by $\hat{u}$ its Fourier transform

$$
\hat{u}(\xi)=\frac{1}{(2 \pi)^{n / 2}} \int_{\mathbb{R}^{n}} \mathrm{e}^{-\mathrm{i} x \xi} u(x) \mathrm{d} x
$$

where i stands for the imaginary unit. It is well-known that $\hat{u} \in S\left(\mathbb{R}^{n}\right)$ and that, moreover,

$$
u(x)=\frac{1}{(2 \pi)^{n / 2}} \int_{\mathbb{R}^{n}} \mathrm{e}^{\mathrm{i} x \xi} \hat{u}(\xi) \mathrm{d} \xi
$$

Given a function $\Phi: \mathbb{R}^{n} \rightarrow \mathbb{R}$, let us consider the integral transform

$$
\begin{equation*}
T u \equiv h(x)=\frac{1}{(2 \pi)^{n / 2}} \int_{\mathbb{R}^{n}} \mathrm{e}^{\mathrm{i} x \xi} \Phi(\xi) \hat{u}(\xi) \mathrm{d} x, \quad u \in S\left(\mathbb{R}^{n}\right) \tag{4}
\end{equation*}
$$

We define the homogeneous Sobolev spaces

$$
\hat{\mathscr{H}}^{2, q}\left(R^{n}\right)=\left\{u: R^{n} \rightarrow R \text { measurable, } u, \partial_{i} u \in L_{\mathrm{loc}}^{6}\left(R^{n}\right) \hat{\partial}_{i} \partial_{j} u \in L^{q}\left(R^{n}\right) \text { for } i, j=1, \ldots, n\right\}
$$

We choose any $\emptyset \neq G_{0} \subset \subset R^{n}$ and define

$$
\hat{\mathscr{H}}^{2, q}\left(R^{n} ; G_{0}\right)=\left\{u \in \hat{\mathscr{H}}^{2, q}\left(R^{n}\right): \int_{G_{0}} u \mathrm{~d} x=\int_{G_{0}} \partial_{i} u \mathrm{~d} x=0 \text { for } i=1, \ldots, n\right\}
$$

with norm

$$
\|u\|_{2, q ; G_{0}}=\left(\sum_{i, j=1}^{n}\left\|\partial_{i} \partial_{j} u\right\|_{q}^{q}\right)^{1 / q}+\left|\int_{G_{0}} u \mathrm{~d} x\right|+\sum_{i=1}^{n}\left|\int_{G_{0}} \partial_{i} u \mathrm{~d} x\right|
$$

We define $\hat{\mathscr{H}}^{2, q}\left(R^{n}, 1, G_{0}\right)$ by

$$
\hat{\mathscr{H}}^{2, q}\left(R^{n}, 1, G_{0}\right)=\left\{u \in \hat{\mathscr{H}}^{2, q}\left(R^{n}\right): v \in L^{q^{*}}\left(R^{n}\right), \nabla v \in L^{q^{*}}\left(R^{n}\right)^{n} \text { and } \int_{G_{0}} v \mathrm{~d} x=0\right\}
$$

where $q^{*}=n q /(n-q)$ with norm $\|u\|_{2, q}$ (for more details see Reference [49]).

## Lemma 2.1

Let $\Phi: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be continuous together with the derivative $\partial^{n} \Phi / \partial \xi_{1} \ldots \partial \xi_{n}$ and all preceding derivatives for $\left|\xi_{i}\right|>0, i=1, \ldots, n$. Then, if for some $\beta \in[0,1)$ and $M>0$

$$
\left|\xi_{1}\right|^{k_{1}+\beta} \ldots\left|\xi_{n}\right|^{k_{n}+\beta}\left|\frac{\partial^{k} \Phi}{\partial \xi_{1}^{k_{1}} \ldots \partial \xi_{n}^{k_{n}}}\right| \leqslant M
$$

where $K_{i}$ is zero or one and $K=\sum_{i=1}^{n} k_{i}=0,1, \ldots, n$, the integral transform (4) defines a bounded linear operator from $L^{q}\left(\mathbb{R}^{n}\right)$ into $L^{r}\left(\mathbb{R}^{n}\right), 1<q<\infty$, with $1 / r=1 / q-\beta$ and further we have $\|T u\|_{r} \leqslant c\|u\|_{q}$.

For more details see Reference [50].

## Lemma 2.2

Let $\hat{G} \in C^{m+n-1}\left(R^{n} \backslash\{0\}\right)(n \geqslant 2)$ be such that

$$
A:=\sup _{|x| \leqslant m+n-1, \xi \in R^{n} \backslash\{0\}}(1+|\xi|)^{4}|\xi|^{|\alpha|-2}\left|D^{\alpha} \hat{G}(\xi)\right| \leqslant \infty
$$

Then $G \in C^{m}\left(R^{n} \backslash\{0\}\right)$ and there exists $c_{m, n}>0$ such that for all $0 \neq x \in B_{1}$ (by $B_{1}$ we denote the ball with radius 1 and by $B_{1}^{c}$ its complement)

$$
\begin{aligned}
|G(x)| \leqslant c_{m, n} A|x|^{2-n} \quad \text { if } n \geqslant 3 \\
\left|D^{\beta} G(x)\right| \leqslant c_{m, n} A|x|^{2-n-|\beta|} \quad \text { if } n \geqslant 2,0<|\beta| \leqslant m
\end{aligned}
$$

Furthermore, for $x \in B_{1}^{\mathrm{c}}, n \geqslant 2$ and $0 \leqslant|\beta| \leqslant m$,

$$
\left|D^{\beta} G(x)\right| \leqslant c_{m, n} A|x|^{1-n-\{B \mid}
$$

Proof
see Reference [51].
We are interested in the strong $L^{q}$ solution of $-\Delta u=f$ in the whole space.

## Lemma 2.3

Let $n \geqslant 2$ and let $1<q<\infty$. Let $\emptyset \neq G_{0} \subset \subset R^{n}$. Then

$$
-\Delta: \hat{\mathscr{H}}^{2} \cdot q\left(R^{n}, G_{0}\right) \rightarrow L^{q}\left(R^{n}\right)
$$

is a continuous bijection and with $c_{q}$ it holds

$$
|u|_{2, q} \leqslant c_{q}\|\Delta u\|_{q} \quad \text { for } u \in \hat{H}^{2, q}\left(R^{n}, G_{0}\right)
$$

Moreover, let $n \geqslant 2$. In case $n=2$ let $1<q<2$ and in case $n \geqslant 3$ let $n / 2 \leqslant q<n$. Let $\emptyset \neq G_{0} \subset \subset$ $R^{n}$. Then

$$
-\Delta: \hat{H}^{2 \cdot q}\left(R^{n} ; 1, G_{0}\right) \rightarrow L^{q}\left(R^{n}\right)
$$

is a continuous bijection. With $C(n, q)>0$ and $c_{q}>0$ it holds

$$
\|\nabla u\|_{q^{*}}+\left\|\left.u\right|_{2_{q}} \leqslant(C+1) c_{q}\right\| \Delta u \|_{q}
$$

for all $u \in \hat{H}^{2, q}\left(R^{n} ; 1 ; G_{0}\right)$. Finally, let $n \geqslant 3$ and let $1<q<n / 2$. Then

$$
-\Delta: \hat{H}^{2, q}\left(R^{n}\right) \rightarrow L^{q}\left(R^{n}\right)
$$

is continuous bijection and it holds

$$
\|u\|_{q^{* *}}+\|\nabla u\|_{q^{*}}+|u|_{2, q} \leqslant(c+1) c_{q}\|\Delta u\|_{q} \quad \text { for all } u \in \hat{H}^{2, q}\left(R^{n}\right)
$$

where $q^{*}=n q /(n-q)$ and $q^{* *}=n q /(n-2 q)$
Proof
See Reference [49].

## 3. ANALYTICAL RESULTS

Childress was interested in the slow motion of a sphere in a rotating, viscous fluid with the angular velocity $\tilde{\Omega}$ and he assumed that the axis of rotation is taken to coincide with the line of motion. A sphere of radius $a$ moves with speed $U$ along the axis of rotation and is free to rotate about the same axis. An approximation description of the flow pattern which is valid in the asymptotic sense for small values of the Reynolds number $R e=U a / v$ and Taylor number $T a=\tilde{\Omega} a^{2} / v$, is sought. Such an approximation can be obtained by expansion with respect to Re alone, with a new parameter

$$
\begin{equation*}
\alpha=2\left(T a / R e^{2}\right)=2\left(\tilde{\Omega} v / U^{2}\right) \tag{5}
\end{equation*}
$$

held fixed. The principal results of the present investigation may be summarized as follows.
If $D$ is the drag experienced by the sphere, and if $\omega$ is the angular velocity of the sphere relative to the fluid at infinity, then the expansion with respect to $R e$ are

$$
\begin{gather*}
D / 6 \pi \rho v U a=1+\lambda(\alpha) R e+o(R e)  \tag{6}\\
\omega / \tilde{\Omega}=\chi(\alpha) R e+o(R e) \tag{7}
\end{gather*}
$$

where the functions $\lambda(\alpha)$ and $\chi(\alpha)$ are given by the definite integrals

$$
\begin{align*}
& \lambda(\alpha)=\frac{3}{4} \int_{0}^{1}\left\{\left(t^{2}+4 \mathrm{i} \alpha t\right)^{1 / 2}+\left(t^{2}-4 \mathrm{i} \alpha t\right)^{1 / 2}\right\}\left(3 t^{2}-1\right) \mathrm{d} t \\
& \chi(\alpha)=\frac{3 \mathrm{i}}{8 \alpha} \int_{0}^{1}\left\{\left(t^{2}+4 \mathrm{i} \alpha t\right)^{1 / 2}-\left(t^{2}-4 \mathrm{i} \alpha t\right)^{1 / 2}\right\}\left(3 t^{3}-t\right) \mathrm{d} t \tag{8}
\end{align*}
$$

It was found that the effect of rotation are two-fold. First, there is near sphere an added acceleration caused by the Coriolis force. This acceleration is $O(T a)$ and therefore is here of higher order and the non-linear effect is $O(R e)$. Secondly, in the outer flow field, a distance $O\left(R e^{-1}\right)$ from the sphere the Coriolis term is of the same order of magnitude as the viscous and convective terms and the perturbation caused by the sphere is consequently altered.
The equations appropriate to the physical problem in dimensionless notation with the reference velocity $U$ and length $a$ are

$$
\begin{align*}
\operatorname{Re} q \nabla q+\nabla p+2 T a e_{1} \times q-\nabla^{2} q & =0 \\
\nabla \cdot q & =0 \tag{9}
\end{align*}
$$

Since the sphere is free to rotate about the axis of symmetry, the boundary conditions are

$$
\begin{align*}
& q=(a \omega / U) e_{1} \times r \quad \text { when } r=\left(x^{2}+y^{2}+z^{2}\right)^{1 / 2}=1 \\
& q=e_{1}, \quad p=0 \quad \text { when } r=\infty \tag{10}
\end{align*}
$$

In the above, the co-ordinate system moves with the sphere, and rotates with undisturbed fluid so that the term in $(9)$, containing $T a$ has its origin Coriolis force experienced by a fluid element.

The quantity $p$ is defined by

$$
\begin{equation*}
p=(a / \rho v U)\left[p^{*}-\frac{1}{2} \rho \tilde{\Omega}^{2} a^{2}\left(y^{2}+z^{2}\right)\right] \tag{11}
\end{equation*}
$$

where $p^{*}$ is the pressure. In $(10)_{1}, \omega$ is the dimensional angular velocity of sphere relative to the rotating co-ordinate system. This parameter is not known in advance but it will be determined (as a function of $R e$ and $T a$ ) by the requirement that the torque on the sphere is zero.

Childress considered the inner and outer expansion in Re, having the following forms:

$$
\begin{align*}
& q(r ; R e)=q_{0}(r)+\operatorname{Re} q 1(r)+o(R e), \quad(1 \leqslant r<\infty) \\
& q(r ; R e)=e_{1}+\operatorname{Req}(r)+o(R e) \quad(r>0) \tag{12}
\end{align*}
$$

where in $(12)_{2}$ the outer variables $\tilde{x}=x R e, y=y R e, z=z R e$ are used. Expansions for the pressure are similar. If $\alpha>0$ inner and outer expansions of axial vorticity $\eta, \eta=e_{1} \cdot \nabla \times q$, of the respective forms

$$
\begin{align*}
\eta(r ; R e) & =R e^{2} \eta_{2}(r)-a\left(R e^{2}\right) \quad(1 \leqslant r<\infty) \\
\eta(r ; R e) R e & =R e^{2} n_{2}(r)-a\left(R e^{2}\right) \quad(r>0) \tag{13}
\end{align*}
$$

must also be considered.
The leading terms $q_{0}, p_{0}$ can be shown to be solutions of Stokes's problem

$$
\begin{gather*}
\nabla p_{0}-\nabla^{2} q_{0}=0, \quad \nabla q_{0}=0 \\
q_{0}=0 \quad \text { when } r=1  \tag{14}\\
p_{0}=0, \quad q_{0}=e_{1} \quad \text { when } r=\infty
\end{gather*}
$$

In particular, the matching conditions $(14)$ are unchanged by rotation to this order. The inner boundary condition $(14)_{2}$ states that the sphere does not rotate differentially to this order. The first-order outer terms $q^{\prime}, p^{\prime}$ satisfy the Oseen equations, containing now the Coriolis term

$$
\begin{array}{r}
\frac{\partial q^{\prime}}{\partial \tilde{x}}+\nabla p^{\prime}+\Delta e^{\prime} \times q^{\prime}-\dot{\nabla}^{2} q=0  \tag{15}\\
\dot{\nabla} \cdot q^{\prime}=0
\end{array}
$$

The outer boundary conditions are

$$
\begin{equation*}
q^{\prime}=0, \quad p^{\prime}=0 \quad \text { when } r=\infty \tag{16}
\end{equation*}
$$

and there is in addition a matching condition at $\tilde{r}=0$.

They require that $q^{\prime}$ has at $\tilde{r}=0$ the singularity of a 'fundamental solution' of (15) and (16) corresponding to a force equal to the Stokes drag of the sphere. Such a solution may be obtained formally by solving (15) and (16) with the right-hand side of (15) 1 replaced by $-6 \pi \delta(\tilde{r}) e_{1}$. The precise matching condition states that a certain part of $q_{0}$, which dominates this term in some intermediate region where matching condition is applied (overlap domain), is cancelled there by a part of $e_{1}+\operatorname{Re} q^{\prime}$. The common part of these two terms may be shown to be equal to a fundamental solution of the Stokes equations, corresponding as before to Stokes drag. If we denote this common part by $A$, the matching condition then states that $e_{1}+\operatorname{Re} q^{\prime}-A$, which is bounded when $\tilde{r}$ is small, i.e. in a region where the Stokes equations approximate the Oseen equations. The physical meaning of this is that in the overlap domain the sphere has the same effect as a point disturbance.

The inner terms of order Re satisfy

$$
\begin{equation*}
\nabla p_{1}-\nabla^{2} q_{1}=q_{0} \cdot \nabla q_{0}, \quad \nabla \cdot q_{1}=0 \tag{17}
\end{equation*}
$$

The matching condition is obtained by writting

$$
\begin{align*}
e_{1}+\operatorname{Re} q^{\prime}-A & =\operatorname{Re}\{B(\alpha)+o(1)\} \quad \text { as } \tilde{r} \rightarrow 0 \\
A & =e_{1}-\frac{3}{2}\left(\frac{e_{1}}{r}-\nabla \frac{x}{2 r}\right) \tag{18}
\end{align*}
$$

where $B(\alpha)$ is also dependent on the direction of $\tilde{r}$.
Then it is required that

$$
\begin{equation*}
\lim _{R e \rightarrow 0} q_{1}=B(\alpha) \tag{19}
\end{equation*}
$$

where the co-ordinates lie in some overlap domain. The condition that the torque on the sphere vanishes to order Re inclusive implies in the same way as before that the term $q_{1}$ satisfies the null condition

$$
\begin{equation*}
q_{1}=0 \quad \text { when } r=1 \tag{20}
\end{equation*}
$$

Then he solved it by the Fourier transformation. He got

$$
\begin{align*}
q^{\prime} & =\frac{1}{8 \pi^{3}} \int \mathrm{e}^{\mathrm{i} k r} \Gamma(k) \mathrm{d} k \\
p^{\prime} & =\frac{1}{8 \pi^{3}} \int \mathrm{e}^{\mathrm{i} k r} \Pi(k) \mathrm{d} k \\
\Gamma(k) & =-6 \pi\left[\frac{\left(k^{2} e_{1}-k_{1} k\right)\left(k^{2}+\mathrm{i} k_{1}\right)-\alpha k_{1}\left(k \times e_{1}\right)}{\left(k^{2}+\mathrm{i} k_{1}\right)^{2} k^{2}+\alpha^{2} k_{1}^{2}}\right]  \tag{21}\\
\Pi(k) & =\frac{\mathrm{i}}{k^{2}\left[6 \pi k_{1}+\alpha\left(k \times e_{1}\right) \cdot \Gamma\right]}
\end{align*}
$$

He showed that:
(i) $q^{\prime}$ plus $6 \pi$ times the fundamental solution of the Stokes equations is bounded in a neighbourhood of origin;
(ii) the boundary conditions (16) are satisfied;
(iii) the terms in $(15)_{1},(15)_{2}$ exist and the equations are satisfied when $\tilde{r}>0$.

Also he calculated the Stokes solution $\left(A-e_{1}\right) / R e$ by

$$
\begin{align*}
\mathrm{i} k \Pi_{S}+k^{2} \Gamma_{S} & =-6 \pi e_{1}  \tag{22}\\
k \cdot \Gamma_{S} & =0
\end{align*}
$$

We can find the constants $M, N$ such that, for $\alpha>0,0<k \leqslant \infty$,

$$
\begin{align*}
&\left|\Gamma-\Gamma_{S}\right| \leqslant \frac{M}{k^{2}(1+k)}  \tag{23}\\
&\left|\Pi-\Pi_{S}\right| \leqslant \frac{N}{k^{2}(1+k)}
\end{align*}
$$

Now, we define

$$
\begin{gather*}
\left(\frac{1}{8 \pi^{3}}\right) \int_{\mathbb{R}^{3}}\left(\Gamma-\Gamma_{S}\right) \mathrm{e}^{\mathrm{i} k t} \mathrm{~d} k=B(\alpha)+o(1) \\
\left(\frac{\mathrm{i}}{8 \pi^{3}}\right) \int_{\mathbb{R}^{3}} e_{1} \cdot(k \times \Gamma) \mathrm{e}^{\mathrm{i} k \gamma} \mathrm{~d} k=C(\alpha)+o(1) \tag{24}
\end{gather*}
$$

as $\tilde{r} \rightarrow 0$. In the limit there is obtained

$$
\begin{align*}
& B(\alpha)=e_{1} \frac{3}{4 \pi^{2}} \int \frac{\left(k^{2}-k_{1}\right)\left(\mathrm{i} k_{1} k^{4}-k^{2} k^{2}+\alpha_{1}^{2}\right)}{\left(k^{2}+\mathrm{i} k_{1}\right) k^{6}+\alpha^{2} k_{1}^{2} k^{4}} \mathrm{~d} k+\cdots \\
& C(\alpha)=\frac{3 \mathrm{i}}{4 \pi^{2}} \alpha \int \frac{k_{1}\left(k^{2}-k_{1}^{2}\right)}{\left(k^{2}+\mathrm{i} k_{1}\right)^{2}+\alpha^{2} k_{1}^{2}} \mathrm{~d} k+\cdots  \tag{25}\\
& \lambda(\alpha)=\frac{2 \sqrt{2 \alpha}}{7}\left(1+\frac{7}{40} \frac{1}{\alpha}+\frac{15}{1408} \frac{1}{\alpha^{2}}-\frac{49}{39936} \frac{1}{\alpha^{3}}-\cdots\right) \\
& \chi(\alpha)=-\frac{\sqrt{2}}{5 \sqrt{\alpha}}\left(1-\frac{75}{616} \frac{1}{\alpha}+\frac{35}{4992} \frac{1}{\alpha^{2}}-\frac{45}{28160} \frac{1}{\alpha^{2}}+\cdots\right) \quad \text { for } 4 \alpha>1
\end{align*}
$$

It is interesting to note that, for sufficiently small values of $\alpha$, the effect of rotation is actually to decrease the drag, the minimum occurring for $\alpha=0.175$ approximately. The behaviour of $\lambda(\alpha)$ near $\alpha=0$ is given by the expansion

$$
\begin{equation*}
\lambda(\alpha)=\frac{3}{8}+3 \alpha 62 \log \alpha+O\left(\alpha^{4} \log \alpha\right) \tag{26}
\end{equation*}
$$

The limit-process expansions (12) and (13) have been introduced there with the specific intension of finding how the rotation of the fluid affects the classical Stokes flow. Therefore,
in a definite sense the present theory is of 'higher order' and the effects calculated are in the same sense 'small' effects. The relation between the Stokes and the Oseen flows is such that arbitrary small rotation alters the perturbation at large distance. The freedom which we have in the choice of $T a(R e)$ and the stretching of the co-ordinates appear to offer more than one possible form for these results. They investigated this question in physical terms by reducing all small terms to the role of forcing terms in the Stokes's problem. In order to examine the effect of the Coriolis force we may assume that $\alpha$ is large. Then the approximation can be made in the inner problem as well, so that with no further restriction on $T a$ the governing equations may be taken to be

$$
\begin{equation*}
\nabla p+2 T a e_{1} \times q-\nabla^{2} q=0, \quad \nabla \cdot q=0 \tag{27}
\end{equation*}
$$

For these 'Stokes' equations, the results are true for $T a$ small. In case of non-small $T a$ the effect of the Coriolis force is of order unity over the inner flow field and our equations must be solved with the boundary condition on the sphere.

## 4. ASYMPTOTIC PROPERTIES OF THE NAVIER-STOKES EQUATIONS IN THE PRESENCE OF THE CORIOLIS FORCE

First, we give the summary of results from paper [31]. We shall begin with the simplest situation, a steady, indefinitely slow motion occurring in the whole space and in an exterior domain where the Coriolis forces are presented.

### 4.1. Stokes problem in the whole space

We are interested in the Stokes problem with the Coriolis force in the whole space in $R^{3}$ :

$$
\left.\begin{array}{rl}
-\mu \Delta u+\lambda g \times u & =\nabla p+f  \tag{28}\\
\operatorname{div} u & =0
\end{array}\right\} \quad \text { in } R^{3}
$$

Let for simplicity $g=e_{2}$.

## Theorem 4.1

Given $f \in L^{q}\left(\mathbb{R}^{3}\right), \quad 1<q<\infty$, there exists a pair of functions $u, p$ with $u_{1}, u_{3} \in L^{q}\left(\mathbb{R}^{3}\right)$, $u \in D^{2, q}\left(\mathbb{R}^{3}\right), \nabla p \in L^{q}\left(\mathbb{R}^{3}\right)$ satisfying the Stokes problem (28) and moreover

$$
\begin{equation*}
|u|_{2, q}+|p|_{1, q}+\left\|u_{1}\right\|_{q}+\left\|u_{3}\right\|_{q} \leqslant\|f\|_{q} \tag{29}
\end{equation*}
$$

Also, if $1<q<3$

$$
\begin{equation*}
\left|u_{i}\right|_{1, q}+\left|u_{2}\right|_{1,3 q /(3-q)}+|u|_{2, q}+|p|_{1, q} \leqslant\|f\|_{q}, \quad i=1,3 \tag{30}
\end{equation*}
$$

and if $1<q<\frac{3}{2}$

$$
\begin{equation*}
\left|u_{i}\right|_{1, q}+\left|u_{i}\right|_{q}+\left|u_{2}\right|_{3 q /(3-2 q)}+\left|u_{2}\right|_{1,3 q /(3-q)}+|u|_{2, q}+|p|_{1, q} \leqslant\|f\|_{q}, \quad i=1,3 \tag{31}
\end{equation*}
$$

## Proof

Applying the Fourier transformation we obtain the system of algebraic equations

$$
\left\{\begin{align*}
\xi^{2} \hat{u}_{1}+\mathrm{i} \xi_{1} \hat{p}(\xi)+\lambda \hat{u_{3}} & =\hat{f_{1}}  \tag{32}\\
\xi^{2} \hat{u}_{2}+\mathrm{i} \xi_{2} \hat{p}(\xi) & =\hat{f_{2}} \\
\xi^{2} \hat{u}_{3}+\mathrm{i} \xi_{3} \hat{p}(\xi)-\lambda \hat{u_{1}} & =\hat{f_{3}} \\
\mathrm{i} \xi_{m} \hat{u}_{m} & =0, \quad m=1, \ldots, 3
\end{align*}\right.
$$

Solving the system we get solution $(\hat{u}, \hat{p})$ in the following form:

$$
\begin{align*}
& \hat{u}_{1}=\frac{\left(\xi^{4}+\lambda \xi_{1} \xi_{3}\right)\left(\hat{f_{1}} \xi^{2}-\xi_{1} \xi_{m} \hat{f_{m}}\right)-\lambda\left(\xi_{2}^{2}+\xi_{3}^{2}\right)\left(\hat{\left.f_{3} \xi^{2}-\xi_{3} \xi_{m} \hat{f_{m}}\right)}\right.}{\xi^{8}+\lambda^{2} \xi_{1}^{2} \xi_{3}^{2}+\lambda^{2}\left(\xi_{1}^{2}+\xi_{2}^{2}\right)\left(\xi_{2}^{2}+\xi_{3}^{2}\right)}  \tag{33}\\
& \hat{u}_{3}=\frac{\lambda\left(\xi^{2} \hat{f}_{1}-\xi_{1} \xi_{m} \hat{f_{m}}\right)\left(\xi_{1}^{2}+\xi_{2}\right)+\left(\xi^{4}+\lambda \xi_{3}\right)\left(\xi^{2} \hat{f}_{3}-\xi_{3} \xi_{m} \hat{f_{m}}\right)}{\xi^{8}+\lambda^{2} \xi_{1}^{2} \xi_{3}^{2}+\lambda^{2}\left(\xi_{1}^{2}+\xi_{2}^{2}\right)\left(\xi_{2}^{2}+\xi_{3}^{2}\right)}  \tag{34}\\
& \hat{p}=\frac{\xi_{m} \hat{f_{m}}}{i \xi^{2}}-\frac{\lambda\left(\xi_{1} \hat{u}_{3}-\xi_{3} \hat{u_{1}}\right)}{i \xi^{2}}  \tag{35}\\
& \hat{u}_{2}=\frac{\hat{f_{2}}}{\xi^{2}}-\frac{i \xi_{2}}{\xi^{2}}\left(\frac{\xi_{m} \hat{f_{m}}}{i \xi^{2}}-\frac{\lambda\left(\zeta_{1} \mu_{3}-\zeta_{3}\right)}{1 \xi^{2}}\right) \tag{36}
\end{align*}
$$

Applying the Lizorkin theorem we get the desired existence of solution. For more details see Reference [31].
4.2. The Oseen problem in the whole space in $\mathrm{q}^{3}$

Now, we investigate the problem

$$
\begin{equation*}
\dot{v} \cdot \nabla u+\lambda g \times u-\mu \Delta u-\nabla p=f\rangle, \quad{ }^{2} \nabla^{p} \tag{36}
\end{equation*}
$$

Let $\tilde{v}=e_{2}, g=e_{2}$.
Theorem 4.2
Given $f \in L^{q}\left(\mathbb{R}^{n}\right), 1<q<\infty$, there exists a pair of functions ( $u, p$ ) with $u \in D^{2, q}\left(\mathbb{R}^{3}\right), \nabla p \in$ $L^{q}\left(\mathbb{R}^{3}\right), u_{1}, u_{3} \in L^{q}\left(\mathbb{R}^{3}\right), \partial u_{1} / \partial x_{2}, \partial u_{2} / \partial x_{2}, \partial u_{3} \partial x_{2} \in L^{q}\left(\mathbb{R}^{3}\right)$, satisfying (36) and (36)'. Moreover

$$
\begin{equation*}
\left\|\frac{\partial u}{\partial x_{2}}\right\|_{q}+\left\|\frac{\partial u_{1}}{\partial x_{l}}\right\|_{q}+\left\|\frac{\partial u_{3}}{\partial x_{l}}\right\|_{q}+\left\|u_{1}\right\|_{q}+\left\|u_{3}\right\|_{q}+\|p\|_{1, q}+\left\|u_{2, q} \leqslant c\right\| f \|_{q} \tag{37}
\end{equation*}
$$

Further, if $1<q<4$ then

$$
\begin{equation*}
\left\|\frac{\partial u}{\partial x_{2}}\right\|_{q}+\left\|\frac{\partial u_{i}}{\partial x_{l}}\right\|_{q}+\left\|u_{i}\right\|_{q}+\left|u_{2}\right|_{1,4 q /(4-q)}+\|p\|_{\mathrm{L}, q} \leqslant c\|f\|_{q}, \quad i=1,3 \tag{38}
\end{equation*}
$$

Also, if $1<q<2, i=1,3$

$$
\begin{equation*}
\left\|\frac{\partial u}{\partial x_{2}}\right\|_{q}+\left|u_{i}\right|_{q}+\left|u_{2}\right|_{2 q /(2-q)}+\left|u_{i}\right|_{1, q}+\left|u_{2}\right|_{1,4 q /(4-q)}+|p|_{1, q}+|u|_{2, q} \leqslant\|f\|_{q} \tag{39}
\end{equation*}
$$

Proof
Applying the Fourier transformation we get the following systems of algebraic equations:

$$
\left\{\begin{align*}
\left(\xi^{2}+\mathrm{i} \xi_{2}\right) \hat{u}_{1}(\xi)+\mathrm{i} \xi_{1} \hat{p}(\xi)+\lambda \hat{u}_{3}(\xi) & =\hat{f}_{1}(\xi)  \tag{40}\\
\left(\xi^{2}+\mathrm{i} \xi_{2}\right) \hat{u}_{2}(\xi)+\mathrm{i} \xi_{2} \hat{p}(\xi) & =\hat{f}_{2}(\xi) \\
\left(\xi^{2}+\mathrm{i} \xi_{2}\right) \hat{u}_{3}(\xi)+\mathrm{i} \xi_{3} \hat{p}(\xi)-\lambda \hat{u}_{1}(\xi) & =\hat{f}_{3}(\xi), \quad \mathrm{i} \xi_{m} \hat{u}_{m}=0 \quad m=1,2,3
\end{align*}\right.
$$

which has the solution $(\hat{u}, \hat{p})$

$$
\begin{align*}
& \hat{u}_{1}=\frac{\left(\xi^{2}\left(\xi^{2}+\mathrm{i} \xi_{2}\right)-\lambda \xi_{1} \xi_{3}\right)\left(\xi^{2} \hat{f}_{1}-\xi_{1} \xi_{m} \hat{f_{m}}\right)-\lambda\left(\xi_{2}^{2}+\xi_{3}^{2}\right)\left(\hat{\xi}^{2} \hat{f_{3}}-\xi_{3} \xi_{m} \hat{f_{m}}\right)}{\lambda^{2}\left(\xi_{2}^{2} \xi_{1}^{2}+\xi_{2}^{4}+\xi_{3}^{2} \xi_{1}^{2}+\xi_{3}^{2} \xi_{2}^{2}\right)+\left(\xi^{2}+\mathrm{i} \xi_{2}\right)^{2} \xi^{4}-\lambda \xi_{1}^{2} \xi_{3}^{2}}  \tag{41}\\
& \hat{u}_{3}=\frac{\left(\xi^{2}+i \xi_{2}\right) \xi^{2}\left(\hat{f_{3}} \xi^{2}+\hat{f_{m}} \xi_{3} \xi_{m}\right)+\left(\xi_{1}^{2}+\xi_{2}^{2}\right)\left(\lambda \xi^{2} \hat{f}_{1}-\lambda \xi_{1} \xi_{m} \hat{f}_{m}\right)+\lambda \xi_{1} \xi_{3}\left[\xi^{2} \hat{f_{3}}-\lambda \xi_{m} \xi_{3} \hat{f_{m}}\right)}{\lambda^{2}\left(\xi_{2}^{2} \xi_{1}^{2}+\xi_{2}^{4}+\xi_{3}^{2} \xi_{1}^{2}+\xi_{3}^{2} \xi_{2}^{2}\right)+\left(\xi^{2}+\mathrm{i} \xi_{2}\right)^{2} \xi^{4}-\lambda^{4} \xi_{1}^{2} \xi_{3}^{2}}
\end{align*}
$$

$$
\begin{align*}
\hat{p}(\xi) & =\frac{\xi_{m} \hat{f_{m}}-\lambda\left(\xi_{1} \hat{u}_{3}-\xi_{3} \hat{u}_{1}\right)}{\mathrm{i} \xi^{2}}  \tag{43}\\
\hat{u}_{2}(\xi) & =\frac{\xi^{2} \hat{f}_{2}-\xi_{3} \xi_{m} \hat{f}_{m}}{\xi^{2}\left(\xi^{2}+\mathrm{i} \xi_{2}\right)}+\frac{\lambda\left(\xi_{2}\left(\xi_{1} \hat{u}_{3}-\xi_{3} \hat{u}_{1}\right)\right)}{\xi^{2}\left(\xi^{2}+\mathrm{i} \xi_{2}\right)}
\end{align*}
$$

Now, applying the Lizorkin theorem we get our theorem.

### 4.3. The Stokes problem in an exterior domain

The aim of this section is to extend the theorems proved in Sections 4.1 and 4.2 to an exterior domain $\Omega$.

Let us begin considering the Stokes problem in an exterior domain $\Omega$ of class $C^{m+2}, m \geqslant 0$, with data $f \in C_{0}^{\infty}(\bar{\Omega}), v_{*} \in W^{m+2-1 / q}(\partial \Omega), v_{\infty} \neq 0$. The governing equations are

$$
\left.\begin{array}{c}
-\Delta v+\omega \times v=\nabla p+f \\
\nabla \cdot v=0
\end{array}\right\} \quad \text { in } \Omega
$$

Theorem 4.3
Let $\Omega$ be an exterior domain in $\mathbb{R}^{3}$ of class $C^{m+2}, m \geqslant 0$. Given $f \in W^{m, q}(\Omega), v_{*} \in W^{m+2-1 / q, q}$ $(\partial \Omega), 1<q<\frac{3}{2}, v_{\infty} \in \mathbb{R}^{3}$ there exists one and only one solution $v, p$ to the Stokes problem
such that

$$
\begin{gather*}
v_{i}-v_{*_{i}} \in W^{m, q}(\Omega) \cap\left\{\bigcap_{l=0}^{m}\left[D^{l+1, q}(\Omega) \cap D^{l+2, q}\right]\right\}, \quad i=1,3 \\
v_{2}-v_{*_{2}} \in W^{m, 3 q /(3-2 q)}(\Omega) \cap\left\{\bigcap_{l=0}^{m}\left[D^{l+1,3 q /(3-q)}(\Omega) \cap D^{l+2, q}\right]\right\}  \tag{46}\\
p \in \bigcap_{l=0}^{m} D^{l+1, q}(\Omega)
\end{gather*}
$$

Moreover, $v, p$ satisfy

$$
\begin{align*}
& \left\|v_{i}-v_{i \infty}\right\|_{m, q}+\left\|v_{2}-v_{2 \infty}\right\|_{m, 3 q /(3-2 q)} \\
& \quad+\sum_{l=0}^{m}\left\{\left|v_{i}\right|_{l+1, q}+\left\|v_{2}\right\|_{l+1,3 q /(3-q)}+|v|_{l+2, q}+|p|_{l+1, q}\right\} \\
& \quad \leqslant c\left(\|f\|_{m, q}+\left\|v_{*}-v_{\infty}\right\|_{m+2-1 / q, q, \infty}\right) \tag{47}
\end{align*}
$$

where $c$ depends on $m, n, q, \Omega$. Moreover, let $f \in L^{\prime}(\Omega)$. Then for $x \in B_{1}$ (by $B_{1}$ we denote the ball with radius 1 and $B_{l}^{c}$ its complement)

$$
\begin{align*}
|v(x)| & \leqslant c_{m, n}|x|^{-1}  \tag{48}\\
\left|D^{\beta} v(x)\right| & \leqslant c_{m, n}|x|^{-1-\beta}, \quad 0<|\beta| \leqslant 2
\end{align*}
$$

and for $x \in B_{\mathrm{i}}^{\mathrm{c}}, 0 \leqslant \beta \leqslant 2$

$$
\begin{equation*}
\left|D^{\beta} v(x)\right| \leqslant c_{m, n}|x|^{-2-\beta} \tag{49}
\end{equation*}
$$

Proof
The existence was proved in Reference [31]. Now, we investigate the asymptotic behaviour of solution. From (33) and (34) it follows that

$$
\begin{equation*}
\left|\hat{v_{i}}\right|_{\infty} \leqslant \frac{\left|\xi^{2}\right|+1}{\left(|\xi|^{4}+1\right)}|\hat{f}|_{\infty}, \quad i=1,3 \tag{49}
\end{equation*}
$$

From (36) and (36) we obtain

$$
\begin{equation*}
\left|\hat{0}_{2}\right|_{\infty} \leqslant \frac{\left|\xi^{2}\right|+1}{\left(|\xi|^{4}+1\right)}|\hat{f}|_{\infty}|\xi|^{-2 / 3} \tag{49}
\end{equation*}
$$

Applying Lemma 2.2 into (49) and modifying Lemma 2.2 and applying to (49)" we get (48)-(50). By modification we mean that instead of term

$$
A:=\left.\sup _{|x| \leqslant m+n-1, \xi \in R^{n} \backslash\{0\}}(1+|\xi|)^{4}|\xi|\right|^{|x|-2}\left|D^{\alpha} \hat{G}(\xi)\right| \leqslant \infty
$$

we use term

$$
A^{\prime}:=\sup _{|x| \leqslant m+n-1, \xi \in R^{n} \backslash\{0\}}(1+|\xi|)^{4+2 / 3}|\xi||\alpha|-2\left|D^{\alpha} \hat{G}(\xi)\right| \leqslant \infty
$$

### 4.4. The Oseen problem in an exterior domain

Let us begin considering the Oseen problem in an exterior domain $\Omega$ of class $C^{m+2}, m \geqslant 0$, with data $f \in C_{0}^{\infty}(\Omega), v_{\infty} \neq 0, v_{*} \in W^{m+2-1 / q}$. The governing equations are

$$
\left.\begin{array}{rl}
-\Delta v+\frac{\partial v}{\partial x_{2}}+\omega \times v & =\nabla p+f \\
\nabla \cdot v & =0 \\
\left.v\right|_{\partial \Omega} & =v_{*}  \tag{50}\\
\lim _{|x| \rightarrow \infty} v & =v_{\infty}
\end{array}\right\} \text { in } \Omega
$$

Theorem 4.4
Let $\Omega$ be an exterior domain in $\mathbb{R}^{3}$ of class $C^{m+2}, m \geqslant 0$. Given $f \in W^{m, q}(\Omega), v_{*} \in W^{m+2-1 / q, q}$ $(\alpha), 1<q<2, v_{\infty} \in \mathbb{R}^{3}$, there exists one and only one solution $v, p$ to the Oseen problem such that

$$
\begin{gather*}
v_{i}-v_{*_{i}} \in W^{m, q}(\Omega) \cap\left\{\bigcap_{l=0}^{m}\left[D^{l+1, q}(\Omega) \cap D^{l+2, q}\right]\right\} \\
v_{2}-v_{*_{2}} \in W^{m, 2 q /(2-q)}(\Omega) \cap\left\{\bigcap_{l=0}^{m}\left[D^{l+2, q}\right]\right\} \\
\frac{\partial v}{\partial x_{2}} \in W^{m, q}(\Omega)  \tag{51}\\
\frac{\partial v_{2}}{\partial x_{l}} \in W^{m, 4 q /(4-q)}(\Omega) \\
p \in \bigcap_{l=0}^{m} D^{l+1, q}(\Omega)
\end{gather*}
$$

Moreover, $v, p$ satisfy

$$
\begin{align*}
& \left\|v_{i}-v_{\infty_{i}}\right\|_{m, q}+\left\|v_{2}-v_{\infty_{2}}\right\|_{m, 2 q /(2-q)} \\
& \quad+\sum_{l=0}^{m}\left\{\left|v_{i}\right|_{l+1, q}+\left\|\frac{\partial v_{2}}{\partial x_{e}}\right\|_{l, 4 q /(4-q)}+|v|_{l+2, q}+|p|_{l+1, q}\right\} \\
& \quad \leqslant c\left(\|f\|_{m, q}+\left\|v_{*}-v_{\infty}\right\|_{m+2-1 / q, q, \hat{c} \Omega}\right), \quad i, l=1,3 \tag{52}
\end{align*}
$$

Where $c$ depends on $m, q, n, \Omega$. Further, suppose that $f \in L^{1}(\Omega)$. Then for $x \in B_{1}$ (as before by $B_{8}$ we denote the ball with radius 1 , and $B_{1}^{\mathrm{c}}$ its complement)

$$
\left.\begin{array}{rl}
|v(x)| & \leqslant c_{m, n}|x|^{-1}  \tag{53}\\
\left|D^{\beta} v(x)\right| & \leqslant c_{m, n}|x|^{-1-\beta}, \quad 0<|\beta| \leqslant 2
\end{array}\right\}
$$

and for $x \in B_{1}^{c}, 0 \leqslant \beta \leqslant 2$

$$
\begin{equation*}
\left|D^{\beta} v(x)\right| \leqslant c_{m, n}|x|^{-2-\beta} \tag{54}
\end{equation*}
$$

Proof
The existence was proved in Reference [31]. Now, we investigate the asymptotic behaviour of solution. From (41) and (42) it follows that

$$
\begin{equation*}
\left|\hat{v}_{i}\right|_{\infty} \leqslant \frac{\left|\xi^{2}\right|+1}{\left(|\xi|^{4}+1\right)}|\hat{f}|_{\infty}, \quad i=1,3 \tag{54}
\end{equation*}
$$

Equation (44) implies

$$
\begin{equation*}
\left|\hat{v}_{2}\right|_{\infty} \leqslant \frac{\left|\xi^{2}\right|+1}{\left(|\xi|^{4}+1\right)}|\hat{f}|_{\infty}|\xi|^{-2 / 3} \tag{54}
\end{equation*}
$$

Applying Lemma 2.2 to (54) and modified Lemma 2.2 to (54) we get (53) and (54). By modification we mean that instead of term

$$
A:=\sup _{|x| \leqslant m+n-1, \xi \in R^{n} \backslash\{0\}}(1+|\xi|)^{4}|\xi|^{|x|-2}\left|D^{\alpha} \hat{G}(\xi)\right| \leqslant \infty
$$

we use the term

$$
A^{\prime}:=\sup _{|\alpha| \leqslant m+n-1, \xi \in R^{n} \backslash\{0\}}(1+|\xi|)^{4+1 / 2}|\xi|^{|\alpha|-2}\left|D^{\alpha} \hat{G}(\xi)\right| \leqslant \infty
$$

### 4.5. The Navier-Stokes equations

Now, we are interested in the Navier--Stokes equations with the Coriolis force. The problem reads

$$
\left.\begin{array}{rl}
-\Delta v+v \cdot \nabla v+\omega \times v & =\nabla p+f \\
\nabla \cdot v & =0 \\
\left.v\right|_{\Omega \Omega} & =v_{*}  \tag{55}\\
\lim v_{|x| \rightarrow \infty} & =v_{\infty}
\end{array}\right\} \quad \text { in } \Omega
$$

Theorem 4.5
Let $\Omega$ be an exterior domain in $R^{3}$ of class $C^{m+2}, m \geqslant 0$. Given $f \in W^{m, q}(\Omega), v_{*} \in W^{m+2-1 / q, q}(\partial \Omega)$, $1<q<2, v_{\infty} \in R^{3}$ there exist constant $\beta, \lambda$ depending on $m, \partial \Omega$ such that if $0<\left|v_{\infty}\right|<\lambda$, $|f|_{m, q} \leqslant \beta$, then problem (55) and (55)' admits a unique solution $v, p$ to the Navier-Stokes equations such that

$$
\begin{align*}
& v_{i}-v_{w_{i}} \in W^{m, q}(\Omega) \cap\left\{\bigcap_{l=0}^{m}\left[D^{l+1, q}(\Omega) \cap D^{l+2, q}\right]\right\} \\
& v_{2}-v_{*_{2}} \in W^{m, 2 q /(2-q)}(\Omega) \cap\left\{\bigcap_{l=0}^{m}\left[D^{l+2, q}\right]\right\}, \quad i=1,3 \\
& \frac{\partial v}{\partial x_{2}} \in W^{m, q}(\Omega)  \tag{56}\\
& \frac{\partial v_{2}}{\partial x_{1}} \in W^{m, 4 q /(4-q)}(\Omega) \\
& p \in \bigcap_{l=0}^{m} D^{l+1, q}(\Omega)
\end{align*}
$$

Moreover, $v, p$ satisfy

$$
\begin{align*}
& \left\|v_{i}-v_{\infty}\right\|\left\|_{m, q}+\right\| v_{2}-v_{\infty_{2}} \|_{m, 2 q /(2-q)} \\
& \quad+\sum_{l=0}^{m}\left\{\left|v_{i}\right|_{l+1, q}+\left\|\frac{\partial v_{2}}{\partial x_{e}}\right\|_{l, 4 q /(4-q)}+|v|_{l+2, q}+|p|_{l+1, q}\right\} \\
& \quad \leqslant c\left(\|f\|_{m, q}+\left\|v_{*}-v_{\infty}\right\|_{m+2-1 / q, q, i \Omega}\right), \quad i, l=1,3 \tag{57}
\end{align*}
$$

where $c$ depends on $m, q, n, \Omega$. Further, suppose that $f \in L^{1}(\Omega)$. Then for $x \in B_{1}$

$$
\begin{align*}
|v(x)| & \leqslant c_{m, n}|x|^{-1} \\
\left|D^{\beta} v(x)\right| & \leqslant c_{m, n}|x|^{-1-\beta}, \quad 0<|\beta| \leqslant 2 \tag{58}
\end{align*}
$$

and for $x \in B_{1}^{\mathrm{c}}, \quad 0 \leqslant \beta \leqslant 2$

$$
\begin{equation*}
\left|D^{\beta} v(x)\right| \leqslant c_{m, n}|x|^{-2-\beta} \tag{59}
\end{equation*}
$$

## Proof

Defining $u=v-v_{\infty}$, we rewrite our problem into the Oseen problem

$$
\left.\begin{array}{c}
-\Delta u+v_{\infty} \nabla u+\omega \times u=\nabla p+F \\
\nabla \cdot u=0 \tag{60}
\end{array}\right\} \quad \text { in } \Omega
$$

where

$$
F=f-u \nabla u, \quad u_{*}=v_{*}-v_{\infty}
$$

The solution of $(60)$ and $(61)^{\prime}$ satisfy the following estimate:

$$
\begin{equation*}
\left\|\frac{\partial u}{\partial x_{2}}\right\|_{q}+\left|u_{i}\right|_{q}+\left|u_{2}\right|_{2 q /(2-q)}+\left|u_{i}\right|_{1, q}+\left|u_{2}\right|_{1,4 q /(4-q)}+|p|_{1, q}+|u|_{2, q} \leqslant\|F\|_{q}, \quad i=1,3 \tag{61}
\end{equation*}
$$

Now linearizing problem (60) and $(60)^{\prime}$ to the problem

$$
\begin{align*}
-\Delta u+v_{\infty} \nabla u+\omega \times u & =\nabla p+F  \tag{60}\\
\nabla \cdot u & =0 \\
\left.u\right|_{\hat{\Omega} \Omega} & =u_{*}  \tag{60}\\
\lim _{|x| \rightarrow \infty} u & =0
\end{align*}
$$

where

$$
F=f-w \nabla w, \quad u_{*}=v_{*}-v_{\infty}
$$

We look for a solution ( $u, p$ ) to the non-linear system (55) and (55)' as a fixed point of map $\mathfrak{N}: w \rightarrow u$ defined by $(60)^{\prime \prime}$ and $(60)^{\prime \prime \prime}$. Let us define the set $\mathscr{D}=\left\{u \in \mathscr{W},\|u\|_{\mathscr{W}} \leqslant \infty\right\}$, $\mathscr{D}_{\delta}=\left\{u \in \mathscr{W},\|u\|_{\mathscr{F}} \leqslant \delta\right\}$, where

$$
\mathscr{W}=\left\{\begin{array}{cc}
u_{i}-u_{*_{i}} \in W^{m, q}(\Omega) \cap\left\{\bigcap_{l=0}^{m}\left[D^{l+1, q}(\Omega) \cap D^{l+2, q}\right]\right\}  \tag{61}\\
u: & u_{2}-u_{*_{2}} \in W^{m, 2 q /(2-q)}(\Omega) \cap\left\{\bigcap_{l=0}^{m}\left[D^{I+2, q}\right]\right\}
\end{array}\right\}
$$

Note that $\mathscr{D}_{\delta}$ is a closed, convex and bounded subset of $\mathscr{D}$ and

$$
\begin{equation*}
\|u\|_{\mathscr{F}}=\left\|\frac{\partial u}{\partial x_{2}}\right\|_{q}+\left|u_{i}\right|_{q}+\left|u_{2}\right|_{2 q /(2-q)}+\left|u_{i}\right|_{1, q}+\left|u_{2}\right|_{1,4 q /(4-q)}+|p|_{1, q}+|u|_{2, q}, \quad i=1,3 \tag{62}
\end{equation*}
$$

First, we have to show that the map $\mathscr{P}$ introduced in $(60)$ and $(60)^{\prime}$ is well defined from $D_{\delta}$ to $\mathscr{D}$. We have to verify that $F \in W^{m, q}(\Omega)$.

$$
\begin{equation*}
|F|_{m, q} \leqslant|f|_{m, q}+|w \cdot \nabla w|_{m, q} \leqslant|f|_{m, q}+||x| w|_{\infty}\left|D^{2} w\right|_{m, q} \tag{63}
\end{equation*}
$$

Since $|w|_{D_{\delta}} \leqslant \delta$ it implies that $\mathscr{N}$ maps the set $\mathscr{D}_{\delta}$ into itself. It remains to show that $\mathscr{N}$ is a contraction in the topology of $\mathscr{W}$. Let us take $w_{1}, w_{2}$ and the corresponding images though the mapping $u_{1}, u_{2}$. Further, let us set $w=w_{1}-w_{2}, u=u_{1}-u_{2}, F=F_{1}-F_{2}$. One obtains the following equations:

$$
\begin{align*}
-\Delta u+v_{\infty} \nabla u+\omega \times u & =\nabla p+F  \tag{64}\\
\nabla \cdot u & =0 \\
\left.u\right|_{\alpha \Omega} & =u_{*}  \tag{64}\\
\lim _{|x| \rightarrow \infty} u & =0
\end{align*} \quad \text { in } \Omega
$$

where

$$
F=f-w \nabla w
$$

It follows that

$$
\begin{equation*}
\left\|\left.\frac{\partial u}{\partial x_{2}}\right|_{q}+\left|u_{i}\right|_{q}+\left|u_{2}\right|_{2 q /(2-q)}+\left|u_{i}\right|_{1, q}+\left|u_{2}\right|_{1,4 q /(4-q)}+|p|_{1, q}+|u|_{2, q} \leqslant\right\| F \|_{q}, \quad i=1,3 \tag{65}
\end{equation*}
$$

and

$$
\begin{equation*}
|u|_{\mathscr{H}} \leqslant|w|_{\mathscr{H}} \tag{66}
\end{equation*}
$$

Therefore, $\mathscr{H}$ is a contraction in $\mathscr{D}$, provided that the mapped elements belong to $\mathscr{D} \delta$. It implies since $\mathscr{D}$ is closed also in topology of $\mathscr{W}$, the mapping $\mathscr{N}$ has a unique fixed point in the ball $\mathscr{D}_{\delta}$. Hence, we have found a unique solution to system (55) and (55) ${ }^{\prime}$. Applying Theorem 4.4 we get also the asymptotic behaviour.

## 5. THE OSEEN PROBLEM WHICH INCLUDES ALSO TERM $(\omega \times x) \cdot \nabla u$ IN THE WHOLE SPACE

We consider the following problem:

$$
\left.\begin{array}{rl}
-\Delta u+\frac{\hat{}}{\partial x_{2}}+\omega \times u-(\omega \times x) \cdot \nabla u & =\nabla p+g  \tag{67}\\
\nabla \cdot u & =0 \\
\lim _{|x| \rightarrow \infty} u & =0
\end{array}\right\}
$$

Applying the divergence on (67) $)_{1}$ and using the property that the term $\omega \times u-(\omega \times x) \cdot \nabla u$ is divergence free (see Reference [11]) we obtain the pressure

$$
p=(\Delta)^{-1} \nabla \cdot g
$$

Applying the standard elliptic regularity results, we have

$$
\begin{aligned}
&|p|_{W^{1, s}(\Omega)} \leqslant c(s)|f|_{L^{s}}, \quad 1<s<\infty . \text { In particular } \\
&|p|_{L^{q}(\Omega)} \leqslant c(s, q)|f|_{L^{s}}, \quad q \text { finite, provided } 1 / q \geqslant 1 / s-1 / 3 \\
&|p|_{L^{\infty}(\Omega)} \leqslant c(s)|f|_{L^{s}}, \quad \text { if } s>3
\end{aligned}
$$

It implies that we can consider the pressure as a known function. Let $f:=\nabla p+g$. For the moment we omit the second two terms on the left-hand side. First, we are interested in 2D situation.

### 5.1. Two-dimensional problem

5.1.1. Particular problem (P1). We consider the situation in 2D which has the following form:

$$
\begin{align*}
-\Delta u_{1} & =-\omega y \frac{\partial u_{1}}{\partial x}+f_{1} \\
-\Delta u_{2} & =\omega x \frac{\partial u_{2}}{\partial y}+f_{2}  \tag{P1}\\
\frac{\partial u_{1}}{\partial x}+\frac{\partial u_{2}}{\partial y} & =0
\end{align*}
$$

Applying the Fourier transformation we get the following system:

$$
\begin{align*}
& \frac{\partial \hat{u}_{1}}{\partial \xi_{2}}=\frac{\xi^{2}}{\omega \xi_{1}} \hat{u}_{1}+\frac{\hat{f_{1}}}{\omega \xi_{1}}  \tag{68}\\
& \frac{\partial \hat{u}_{2}}{\partial \xi_{1}}=-\frac{\xi^{2}}{\omega \xi_{2}} \hat{u}_{2}-\frac{\hat{f_{2}}}{\omega \xi_{2}}
\end{align*}
$$

We rewrite our problem in the following way:

$$
\begin{align*}
& \frac{\partial}{\partial \xi_{2}}\left(\hat{u}_{1} \mathrm{e}^{-\int_{\xi_{2}}^{\infty} \frac{\dot{\xi}^{2}}{\omega \xi_{1}} \mathrm{~d} s_{2}}\right)=\frac{\hat{f}_{1}}{\omega \dot{\xi}_{1}} \mathrm{e}^{-\int_{\xi_{2}}^{\infty} \frac{\xi^{2}}{\omega \dot{\xi}_{1}} \mathrm{~d} s_{2}} \\
& \frac{\partial}{\partial \xi_{1}}\left(\hat{u}_{2} \mathrm{e}^{-\int_{0}^{\xi_{1}} \frac{\dot{\xi}^{2}}{\omega \xi_{2}} \mathrm{~d} s_{1}}\right)=\frac{\hat{f}_{2}}{\omega \dot{\xi}_{2}} \mathrm{e}^{-\int_{0}^{\xi_{1}} \frac{\vec{\xi}^{2}}{\omega \dot{\xi}_{2}} \mathrm{~d} s_{1}} \tag{69}
\end{align*}
$$

Now, we integrate $(69)_{1}$ from $\xi_{2}$ to $\infty$ and $(69)_{2}$ from 0 to $\xi_{1}$. We get the following solution:

$$
\begin{align*}
& \hat{u}_{1}\left(\xi_{1}, \xi_{2}\right)=\mathrm{e}^{\int_{\xi_{2}}^{\infty} \frac{\xi^{2}}{\omega \xi_{1}}} \mathrm{~d} s_{2}  \tag{70}\\
& \int_{\xi_{2}}^{\infty} \mathrm{e}^{\int_{\xi_{2}}^{\infty} \frac{\xi^{2}}{\omega \xi_{1}} \mathrm{~d} s_{2}} \frac{\hat{f_{1}}}{\omega \xi_{1}} \mathrm{~d} \chi_{2} \\
& \hat{u}_{2}\left(\xi_{1}, \xi_{2}\right)=\hat{u}_{2}\left(0, \xi_{2}\right) \mathrm{e}^{-\int_{0}^{\xi_{1}} \frac{\xi^{2}}{\omega \xi_{1}^{2}} \mathrm{~d} s_{1}}+\mathrm{e}^{-\int_{0}^{\xi_{1}} \frac{\xi^{2}}{\omega \xi_{1}} \mathrm{~d} s_{1}} \int_{0}^{\xi_{1}} \mathrm{e}^{\int \frac{\xi^{2}}{\omega \xi_{2}} \mathrm{~d}} \mathrm{~d} \frac{\hat{f_{2}}}{\omega} \frac{\hat{2}}{\omega \zeta_{2}} \mathrm{~d} \chi_{1}
\end{align*}
$$

Requiring $\lim _{\xi_{1}, \xi_{2} \rightarrow 0} \hat{u}\left(\xi_{1}, \xi_{2}\right)=0$, it implies that $\lim _{\xi_{2} \rightarrow \infty} \hat{u}_{2}\left(0, \xi_{2}\right)=0$. From Lizorkin theorem, see Lemma 2.1, we get the following lemma.

## Lemma 5.1

Let $\hat{u}_{1}, \hat{u}_{2}$ be given by (70). Then the assumptions of Lemma 2.1 are satisfied and
(i) $\hat{u}_{1}, \hat{u}_{2}, \beta=1 / 2$,
(ii) $\xi_{1} \hat{u}_{1}, \beta=0$,
(iii) by $\xi_{1}^{2} \hat{u}_{1}, \beta=0$,
(iv) by $\xi_{2} \hat{u}_{2}, \beta=0$,
(v) by $\xi_{2}^{2} \hat{u}_{2}, \beta=0$.

Theorem 5.1
Given $g \in L^{p}\left(\mathbb{R}^{2}\right), \nabla \cdot g \in L^{p}\left(\mathbb{R}^{2}\right), \quad 1<p<2$, there exists a pair of functions $u, p$ satisfying problem (P.1) and moreover

$$
\begin{align*}
& \|u\|_{2 p /(2-p)}+|p|_{2, p}+\left\|\frac{\partial u_{1}}{\partial x}\right\|_{p}+\left\|\frac{\partial u_{2}}{\partial y}\right\|_{p} \\
& \quad+|\Delta u|_{p}+\|\nabla p\|_{2 p /(2-p)} \leqslant\|g\|_{p}+(c+1) c_{p}\|\nabla \cdot g\|_{p} \tag{71}
\end{align*}
$$

with $c>0, c_{p}>0$ (see Lemma 2.3).
Proof
Equations (68)-(70) Lemmas 2.1, 2.3 and 5.1 imply (71).
Now, we can go to the origin problem

$$
u(x)=\frac{1}{(2 \pi)^{n / 2}} \int_{\mathbb{R}^{n}} \mathrm{e}^{\mathrm{i} x 弓} \hat{u}(\xi) \mathrm{d} \xi
$$

From Lemma 5.1(i) and (ii) we get that $y \partial u_{1} / \partial x \in L^{1}\left(\mathbb{R}^{2}\right)$ and the Fourier transformation makes sense. Assuming that $\hat{f}=O\left(|\xi|^{2}\right)$ near origin it implies that $\lim _{x \rightarrow \infty} u=0$.
5.1.2. Particular problem (P2). Now, we also include the term $\partial u / \partial y$ and consider the equations

$$
\begin{align*}
-\Delta u_{1} & =-\omega y \frac{\partial u_{1}}{\partial x}-\frac{\partial u}{\partial y}+f_{1} \\
-\Delta u_{2} & =\omega x \frac{\partial u_{2}}{\partial y}-\frac{\partial u}{\partial y}+f_{2}  \tag{P2}\\
\frac{\partial u_{1}}{\partial x}+\frac{\partial u_{2}}{\partial y} & =0
\end{align*}
$$

Applying the Fourier transformation we get the following system:

$$
\begin{align*}
& \frac{\partial \hat{u}_{1}}{\partial \xi_{2}}=\frac{\xi^{2}+\mathrm{i} \xi_{2}}{\omega \xi_{1}} \hat{u}_{1}+\frac{\hat{f_{1}}}{\omega \xi_{1}} \\
& \frac{\partial \hat{u}_{2}}{\partial \xi_{1}}=-\frac{\xi^{2}-\mathrm{i} \xi_{2}}{\omega \xi_{2}} \hat{u}_{2}-\frac{\hat{f}_{2}}{\omega \xi_{2}} \tag{72}
\end{align*}
$$

We rewrite our problem in the following way:

$$
\begin{align*}
& \frac{\partial}{\partial \xi_{2}}\left(\hat{u}_{1} \mathrm{e}^{-\int_{\xi_{2}}^{\infty} \frac{\hat{\xi}^{2}+\mathrm{i} \dot{\xi}_{2}}{\omega \xi_{1}} \mathrm{~d} s_{2}}\right)=\frac{\hat{f_{1}}}{\omega \xi_{1}} \mathrm{e}^{-\int_{\xi_{2}}^{\infty} \frac{\tilde{\xi}^{2}+\mathrm{i} \dot{\xi}_{2}}{\omega \xi_{1}} \mathrm{~d} s_{2}} \\
& \frac{\partial}{\partial \xi_{1}}\left(\hat{u}_{2} \mathrm{e}^{-\int_{0}^{\xi_{1}} \frac{\xi^{2}-\mathrm{i} \dot{\xi}_{2}}{\omega \xi_{2}} \mathrm{~d} s_{1}}\right)=\frac{\hat{f_{2}}}{\omega \xi_{2}} \mathrm{e}^{-\int_{0}^{\xi_{1}} \frac{\dot{z}^{2}-\mathrm{i} \dot{\xi}_{2}}{\omega \omega \xi_{2}} \mathrm{~d} s_{1}} \tag{73}
\end{align*}
$$

Now, we integrate $(73)_{1}$ from $\xi_{2}$ to $\infty$ and $(73)_{2}$ from 0 to $\xi_{1}$. We get the following solution:

$$
\begin{align*}
& \hat{u}_{1}\left(\xi_{1}, \xi_{2}\right)=\mathrm{e}^{\int_{\xi_{2}}^{\infty} \frac{\xi^{2}+i \xi_{2}}{\omega \xi_{1}} \mathrm{~d}} \mathrm{~s}_{2} \int_{\xi_{2}}^{\infty} \mathrm{e}^{\int_{\xi_{2}}^{\infty} \frac{\dot{\xi}^{2}+\mathrm{i} \xi_{2}}{\omega \xi_{1}} \mathrm{~d} s_{2}} \frac{\hat{f}_{1}}{\omega \xi_{1}} \mathrm{~d} \chi_{2} \\
& \hat{u}_{2}\left(\xi_{1}, \xi_{2}\right)=\hat{u}_{2}\left(0, \xi_{2}\right) \mathrm{e}^{-\int_{0}^{\xi_{1}} \frac{\xi^{2}-\mathrm{i} \tilde{\xi}_{2}}{\omega \xi_{1}} \mathrm{~d} s_{1}}+\mathrm{e}^{-\int_{0}^{\dot{\xi}_{1}} \frac{\xi^{2}-\mathrm{i} \xi_{2}}{\omega \xi_{2}}} \mathrm{~d} s_{1} \int_{0}^{\xi_{1}} \mathrm{e}^{\int_{0}^{\xi_{1}} \frac{\xi^{2}-\xi_{2}}{\omega \xi_{2}} \mathrm{~d} s_{1}} \frac{\hat{f}_{2}}{\omega \xi_{2}} \mathrm{~d} \chi_{1} \tag{74}
\end{align*}
$$

Since we required that $\lim _{\xi_{1}, \xi_{2} \rightarrow 0} \hat{u}\left(\xi_{1}, \xi_{2}\right)=0$, it implies that $\lim _{\xi_{2} \rightarrow \infty} \hat{u}_{2}\left(0, \xi_{2}\right)=0$. Applying the theory of multiplier we get the following lemma.

Lemma 5.2
Let $\hat{u}_{1}, \hat{u}_{2}$ be given by (74). Then the assumptions of Lemma 2.1 are satisfied and
(i) $\hat{u}_{1}, \hat{u}_{2}, \beta=1 / 2$,
(ii) $\xi_{1} \hat{u}_{1}, \beta=0$,
(iii) by $\xi_{1}^{2} \hat{u}_{1}, \beta=0$,
(iv) by $\xi_{2} \hat{u}_{2}, \beta=0$,
(v) by $\xi_{2}^{2} \hat{u}_{2}, \beta=0$.

Theorem 5.2
Given $g \in L^{p}\left(\mathbb{R}^{2}\right), \nabla \cdot g \in\left(\mathbb{R}^{2}\right), 1<p<2$, there exists a pair of functions $u, p$ satisfying problem (P.2) and moreover

$$
\begin{align*}
& |u|_{2 p /(2-p)}+|p|_{2, p}+\left\|\frac{\partial u_{1}}{\partial x}\right\|_{p}+\left\|\frac{\partial u_{2}}{\partial y}\right\|_{p} \\
& \quad+|\Delta u|_{p}+|\nabla p|_{2 p /(2-p)} \leqslant\|g\|_{p}+(c+1) c_{p}\|\nabla \cdot g\|_{p} \tag{74}
\end{align*}
$$

## Proof

Equations (72)-(74) and Lemmas 2.1, 2.3 and 5.2 imply.
Now, we would like to go to the origin problem

$$
u(x)=\frac{1}{(2 \pi)^{n / 2}} \int_{\mathbb{R}^{n}} \mathrm{e}^{\mathrm{i} x \xi} \hat{u}(\xi) \mathrm{d} \xi
$$

From Lemma 5.2(i) and (ii) we get that $y \partial u_{1} / \partial x \in L^{1}\left(\mathbb{R}^{2}\right)$ which implies that the Fourier transformation makes sense. Assuming that $\hat{f}=O\left(|\xi|^{2}\right)$ near origin it implies that $\lim _{x \rightarrow \infty} u=0$.

### 5.2. 3 D situation

First, we give the formal proof by the Fourier transformation and then we have to verify that our formal proof is correct.
5.2.1. Particular problem ( $3 D_{1}$ ). We consider the following system of equations:

$$
\begin{align*}
\Delta u+\nabla p-(\omega \times x) \cdot \nabla u & =g \\
\nabla \cdot u & =0 \tag{75}
\end{align*}
$$

As before we denote $f:=\nabla p+g$. Applying the Fourier transformation we get the following system of equations:

$$
\begin{align*}
& \xi^{2} \hat{u}_{1}-\frac{\partial}{\partial \xi_{3}}\left(\xi_{1} \hat{u}_{1}(\xi)\right)+\frac{\partial}{\partial \xi_{1}}\left(\xi_{3} \hat{u}_{1}(\xi)\right)=\hat{f_{1}} \\
& \xi^{2} \hat{u}_{2}-\frac{\partial}{\partial \xi_{3}}\left(\xi_{1} \hat{u}_{2}(\xi)\right)+\frac{\partial}{\partial \xi_{1}}\left(\xi_{3} \hat{u}_{2}(\xi)\right)=\hat{f_{2}}  \tag{76}\\
& \xi^{2} \hat{u}_{3}-\frac{\partial}{\partial \xi_{3}}\left(\xi_{1} \hat{u}_{3}(\xi)\right)+\frac{\partial}{\partial \xi_{1}}\left(\xi_{3} \hat{u}_{3}(\xi)\right)=\hat{f_{3}}
\end{align*}
$$

which can be solved by the method of characteristic. Defining $\mathrm{d} \xi_{1} / \mathrm{d} \tau=\xi_{3}, \mathrm{~d} \xi_{3} / \mathrm{d} \tau=-\xi_{1}$ we solve our ODE system as $\xi_{1}=a \cos \tau+b \sin \tau, \xi_{3}=c \cos \tau+d \sin \tau$ and $\xi_{2}(\tau)=$ const. with $a, b, c, d$ are constants.

We can rewrite our system in the form

$$
\begin{equation*}
\hat{u}_{r}+\left(r+\xi_{2}^{2}\right) \hat{u}=\hat{f} \tag{77}
\end{equation*}
$$

with $r=\xi_{1}^{2}+\xi_{3}^{2}$, where $\hat{f}$ is periodic with period $2 \pi$. By the classical theory of the periodic problem we know that there exists a periodic solution

$$
\hat{u}\left(\xi_{1}(\tau), \xi_{2}, \xi_{3}(\tau)\right)=\int_{\xi_{1}^{2}+\xi_{3}^{2}} \hat{f} \exp (h \tau) \mathrm{d} s
$$

where $h=r+\xi_{2}^{2}$. Applying the maximum principle it is clear that this is the unique solution which is periodic with period $2 \pi$. Multiplying (76) by $\hat{u}$ we get

$$
|\xi \hat{\jmath}|_{2} \leqslant|\hat{f}|_{2}|\hat{u}|_{2}
$$

Assuming that $\hat{f} \in L^{2}\left(\mathbb{R}^{3}\right)$ we get that $|u|_{1,2} \leqslant|f|_{2}$. From Equation (77) it follows that

$$
\left|\xi^{2} \hat{u}\right|_{\infty} \leqslant|\hat{f}|_{\infty}
$$

Let $\hat{f} \in L^{\infty}\left(\mathbb{R}^{3}\right)$. Then $\lim _{\xi \rightarrow \infty} \hat{u}=0$ and assuming that $\hat{f}|\xi|^{3} \in L^{\infty}\left(\mathbb{R}^{3}\right)$ we have $\lim _{|\xi| \rightarrow 0} \hat{u}=0$. Moreover, assuming that also $\partial f / \partial \xi_{1} \in L^{\infty}\left(\mathbb{R}^{3}\right)$ and $\partial f / \partial \xi_{1}|\xi|^{3} \in L^{\infty}\left(\mathbb{R}^{3}\right)$, we have that behaviour of $u$ is $O\left(|x|^{-2}\right)$ at infinity and $u$ is $O(|x|)$ at origin, which implies that the Fourier transformation of all terms of type $x_{1}\left(\partial u_{j} / \partial x_{3}\right), x_{3}\left(\partial u_{j} / \partial x_{1}\right)$ make sense.
5.2.2. Particular problem ( $3 D_{2}$ ). We consider the following problem:

$$
\begin{align*}
\Delta u+\nabla p-(\omega \times x) \cdot \nabla u+\frac{\partial u}{\partial x_{2}} & =f  \tag{78}\\
\nabla \cdot u & =0
\end{align*}
$$

Applying the Fourier transformation, we get the following system of equations:

$$
\begin{align*}
& \left(\xi^{2}+\mathrm{i} \xi_{2}\right) \hat{u}_{1}-\frac{\partial}{\partial \xi_{3}}\left(\xi_{1} \hat{u}_{1}(\xi)\right)+\frac{\partial}{\partial \xi_{1}}\left(\xi_{3} \hat{u}_{1}(\xi)\right)=\hat{f}_{1} \\
& \left(\xi^{2}+\mathrm{i} \xi_{2}\right) \hat{u}_{2}-\frac{\partial}{\partial \xi_{3}}\left(\xi_{1} \hat{u}_{2}(\xi)\right)+\frac{\partial}{\partial \xi_{1}}\left(\xi_{3} \hat{u}_{2}(\xi)\right)=\hat{f}_{2}  \tag{79}\\
& \left(\xi^{2}+\mathrm{i} \xi_{2}\right) \hat{u}_{3}-\frac{\partial}{\partial \xi_{3}}\left(\xi_{1} \hat{u}_{3}(\xi)\right)+\frac{\partial}{\partial \xi_{1}}\left(\xi_{3} \hat{u}_{3}(\xi)\right)=\hat{f}_{3}
\end{align*}
$$

which can be solved by method of characteristic. Defining $\mathrm{d} \xi_{1} / \mathrm{d} \tau=\xi_{3}, \mathrm{~d} \xi_{3} / \mathrm{d} \tau=-\xi_{1}$, we solve our ODE system as $\xi_{1}=a \cos \tau+b \sin \tau, \xi_{3}=c \cos \tau+d \sin \tau$ and $\xi_{2}(\tau)=$ const., where $a, b, c, d$ are constants.

We can rewrite our system as

$$
\begin{equation*}
\hat{u}_{\tau}+\left(r+\xi_{2}^{2}+\mathrm{i} \xi_{2}\right) \hat{u}=\hat{f} \tag{80}
\end{equation*}
$$

with $r=\xi_{1}^{2}+\xi_{3}^{2}$, where $\hat{f}$ is periodic with period $2 \pi$. By the classical theory of the periodic problem we know that there exists a periodic solution

$$
\hat{u}\left(\xi_{1}(\tau), \xi_{2}, \xi_{3}(\tau)\right)=\int_{\xi_{1}^{2}+\xi_{3}^{2}} \hat{f} \exp (h \tau) \mathrm{d} s
$$

where $h=r+\xi_{2}^{2}+\mathrm{i} \xi_{2}$. Applying the maximum principle it is clear that this is the unique solution which is periodic with period $2 \pi$.

Multiplying (80) by $\hat{u}$ we get

$$
|\xi \hat{u}|_{2} \leqslant|\hat{f}|_{2}|\hat{u}|_{2}
$$

Assuming that $\hat{f} \in L^{2}\left(\mathbb{R}^{3}\right)$ we get that $|u|_{1,2} \leqslant|f|_{2}$. From Equation (80) it follows that

$$
\left|\xi^{2} \hat{u}\right|_{\infty} \leqslant|\hat{f}|_{\infty}
$$

Let $\hat{f} \in L^{\infty}\left(\mathbb{R}^{3}\right)$. Then $\lim _{\xi \rightarrow \infty} \hat{u}=0$ and assuming that $\hat{f}|\xi|^{3} \in L^{\infty}\left(\mathbb{R}^{3}\right)$, we have $\lim _{\xi \rightarrow 0}$ $\hat{u}=0$. Moreover, assuming that also $\partial f / \partial \xi_{1} \in L^{\infty}\left(\mathbb{R}^{3}\right)$ and $\partial f / \partial \xi_{1}|\xi|^{3} \in L^{\infty}\left(\mathbb{R}^{3}\right)$, behaviour of $u$ is $O\left(|x|^{-2}\right.$ ) at infinity and $u$ is $O(|x|)$ at origin, which implies that Fourier transformation of all terms of type $x_{1}\left(\partial u_{j} / \partial x_{3}\right), x_{3}\left(\partial u_{j} / \partial x_{1}\right)$ make sense.

### 5.2.3. Particular problem ( $3 D_{3}$ ). We consider

$$
\begin{align*}
\Delta u+\nabla p-(\omega \times x) \cdot \nabla u+\frac{\partial u}{\partial x_{2}}+\omega \times u & =f  \tag{81}\\
\nabla \cdot u & =0
\end{align*}
$$

As before we denote $f=\nabla p+g$. Applying the Fourier transformation we get the following system of equations:

$$
\begin{array}{r}
\left(\xi^{2}+\mathrm{i} \xi_{2}\right) \hat{u}_{1}-\frac{\partial}{\partial \xi_{3}}\left(\xi_{1} \hat{u}_{1}(\xi)\right)+\frac{\partial}{\partial \xi_{1}}\left(\xi_{3} \hat{u}_{1}(\xi)\right)-\lambda \hat{u}_{3}=\hat{f}_{1} \\
\left(\xi^{2}+\mathrm{i} \xi_{2}\right) \hat{u}_{2}-\frac{\partial}{\partial \xi_{3}}\left(\xi_{1} \hat{u}_{2}(\xi)\right)+\frac{\partial}{\partial \xi_{1}}\left(\xi_{3} \hat{u}_{2}(\xi)\right)=\hat{f}_{2}  \tag{82}\\
\left(\xi^{2}+\mathrm{i} \xi_{2}\right) \hat{u}_{3}-\frac{\partial}{\partial \xi_{3}}\left(\xi_{1} \hat{u}_{3}(\xi)\right)+\frac{\partial}{\partial \xi_{1}}\left(\xi_{3} \hat{u}_{3}(\xi)\right)+\lambda \hat{u}_{1}=\hat{f}_{3}
\end{array}
$$

Second equation of (82) we can rewrite in form

$$
\begin{equation*}
\hat{u}_{2, \mathrm{r}}+\left(r+\xi_{2}^{2}+\mathrm{i} \xi_{2}\right) \hat{u}_{2}=\hat{f_{2}} \tag{83}
\end{equation*}
$$

with $r=\xi_{1}^{2}+\xi_{3}^{2}$, which is linear system of ODE. By the classical theory we know that there exist a solution that we can express by following way:

$$
\hat{u}_{2}\left(\xi_{1}(\tau), \xi_{2}, \xi_{3}(\tau)\right)=\int_{\xi_{1}^{2}+\tilde{\zeta}_{3}^{2}} \hat{f}_{2} \exp (h \tau) \mathrm{d} s
$$

where $h=r+\xi_{2}^{2}+\mathrm{i} \xi_{2}$. Concerning first and third one of (82) it gives us the system of ODE, which we can solve by standard method then as before we can look for periodic solution with period $2 \pi$.
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## Free Boundary Problem for the Equation <br> of One-Dimensional Motion of Compressible Gas
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## 

 sionale isoentropico con viscosita dipendente dala densta secondo la legge $\mu=b \varrho$,dove $b$ e $\beta$ sono costanti positive. Si dimostra che esiste un'unica soluzione debole globale nel tempo, purché $\beta<1 / 3$.

## ABSTRACT - We consider a free boundary problem for the equation of the one-dimension- <br> sitive constants. We prove that there exists an unique weak solution globally in time,
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where $t>0,0<\xi<y(t)$. The unknown functions $\varrho$ and $u$ represent the densi-

 the fixed boundary

$$
u(t, 0)=0
$$

and $\xi=y(t)$ is the free boundary, i.e. the interface of the gas and the vacuum:

$$
\frac{d y}{d t}=u(t, y(t)) \quad \text { and } \quad\left(p-\mu \frac{\partial u}{\partial \xi}\right)(t, y(t))=0
$$



 proven by P. L. Lions [7]. In a case of time-periodic force the existence of the
weak solutions was showed by E. Feireisl, S. M. Nečasová, H. Petzeltová, I.

 three dimensional case.
The global existence

The global existence in a 2 -dimensional case was investigated by Kazhikov,
Vaigant [12] in a case when $\mu$ is a constant and $\lambda=\varrho^{\beta}$ in a bounded domain.

 solutions of the one-dimensional motion of a viscous heat-conducting gas in with density dependent viscosity in 2 or 3 -dimensional cases is open.
 We rewrite the equations in the Lagrangean mass coordinate:

$$
\underbrace{\substack{\frac{n}{8} \\ \frac{5}{0} \\ 0}}_{11} 0
$$

$$
\int_{0}^{y^{(t)}} \varrho(t, \xi) d \xi=1
$$
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$$
\begin{gathered}
\frac{\partial \varrho}{\partial t}+\varrho^{2} \frac{\partial u}{\partial x}=0 \\
\frac{\partial u}{\partial t}+\frac{\partial p}{\partial x}=\frac{\partial}{\partial x}\left(\mu \varrho \frac{\partial u}{\partial x}\right)-g
\end{gathered}
$$

 tions (1.3)

$$
u(t, 0)=0, \quad\left(p-\mu \varrho \frac{\partial u}{\partial x}\right)(t, 1)=0
$$

иоп̣!puos гет!?u! әч7 рие In this paper we consider the following assumptions (A.1), (A.2) and (A.3) for
the initial data and $\beta$
(A.1) $\quad \varrho_{0} \in \operatorname{Lip}[0,1]$ and $\varrho_{0}(x) \geqslant \underline{\varrho}$ ( $\underline{\varrho}$ is a positive constant),
(A.2) $\quad u_{0} \in C^{1}[0,1]$ and $\frac{d u_{0}}{d x} \in \operatorname{Lip}[0,1]$,
(A.3) $\quad 0<\beta<\frac{1}{3}$.
Definition. A couple ( $(, u)$ is called a global weak solution for (1.1)-(1.4) if
(1.5) $\quad \dot{\varrho}, u \in L^{\infty}([0, T] \times[0,1]) \cap C^{1}\left([0, T] ; L^{2}(0,1)\right)$,
(1.6) $\quad e^{\beta+1} u_{x} \in L^{\infty}([0, T] \times[0,1]) \cap C^{1 / 2}\left([0, T] ; L^{2}(0,1)\right)$,


$$
\text { for a.e. } x \in(0,1) \text { and for any } t \geqslant 0 \text {, and }
$$ Lipschitz condition.
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$$
\text { for any test function } \phi \in C_{0}^{\infty}((0,1]) \text { and for a.e. } t \in[0, T] \text {. }
$$

$$
\begin{aligned}
& \text { We adopt the usual notation, namely } C^{k}(.) \text { for space of } k \text {-times continuous } \\
& \text { differentiable functions, } L^{q}(.) \text { for the Lebesque's spaces with the power } q \text {, }
\end{aligned}
$$ differentiable functions, $L^{q}($.$) for the Lebesque's spaces with the power q$,

$C^{p}($.$) the Hölder spaces and L \operatorname{ip}($.$) for the spaces which functions satisfy the$
Remark 1. Physicists claim that the viscosity of gas is proportional to the square root of the temperature (e.g. [2], vol. 1, p. 336). In this case, the temto the product of $\varrho$ and the temperature, i.e., the perfect fluid. In this situation we have $\beta=\frac{\gamma-1}{2}$ and $\beta<\frac{1}{3}$ says $\gamma<\frac{5}{3}$.
Remark 2. The compressible and heat- conductive Navier-Stokes equations are obtained as the second approximation of the formal Chapman-Enskog expansion to the nonlinear Boltzmann equations for a rarefied simple portant spacial cases: the hard sphere and the cut-off inverse power forces.








## 

Discretizing the derivaties with respect to $x$ of the equations (1.1) and (1.2), we have the following scheme:

$$
\begin{gathered}
\frac{d}{d t} \varrho_{n-1}+\varrho_{n-1}^{2} \frac{u_{n}-u_{n-1}}{\Delta}=0 \\
\text { (2.1) } \quad \frac{d}{d t} u_{n}+\frac{p_{n}-p_{n-1}}{\Delta}=\frac{1}{\Delta}\left[\mu_{n} \varrho_{n} \frac{u_{n+1}-u_{n}}{\Delta}-\mu_{n-1} \varrho_{n-1} \frac{u_{n}-u_{n-1}}{\Delta}\right]-g,
\end{gathered}
$$
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$$
\cdot \frac{(7)^{\mathrm{I}-\gamma \partial}}{\nabla} \frac{\mathrm{i}=\eta}{\frac{1}{u}}=(7)^{u} \hbar
$$

(2.7)
We get


$$
\begin{aligned}
& \text { Ye get } \\
& \text { Proposition 1. Let (A.1)-(A.3) be satisfied then }
\end{aligned}
$$

sppoy
Proof. From the equation (2.1) and the boundary condition (2.5), we get

$$
\dot{y}_{n}=-\sum_{k=1}^{n} \frac{\dot{\varrho}_{k-1}}{\varrho_{k-1}^{2}} \Delta=\sum_{k=1}^{n}\left(u_{k}-u_{k-1}\right)=u_{n} .
$$

Next, we show the energy inequality.

PROPOSITION 2. There exists a constant $C$ independent of $t$ and $\Delta$ such
that
$\sum_{n=1}^{N}\left(\frac{1}{2} u_{n}^{2}+\frac{a}{\gamma-1} \varrho_{n-1}^{\gamma-1}+g y_{n}\right)(t) \Delta+\int_{0}^{t} \sum_{n=1}^{N}\left[\mu_{n-1} \varrho_{n-1}\left(\frac{u_{n}-u_{n-1}}{\Delta}\right)^{2}\right](\tau) \Delta d \tau$


 with respect to $\tau$ from 0 to $t$, we have the required expression. Applying (2.6) and since $\varrho_{0}^{\gamma-1}, u_{0} \in C[0,1]$ we obtain the bound of the right hand side. (2.7) is

## obtained by the theory of Riemann integral. <br> From the above a priori estimates we have the following.


$0 \leqslant t<+\infty$ and $\varrho_{n-1}>0$ for $0 \leqslant t<+\infty$.
$\quad$ Hereafter we consider estimates in an interval $0 \leqslant t \leqslant T$, where $T$ is an arbitrarily fixed large number, and $C(T)$ denotes various constants depending
on the parameters $\gamma, \beta, g, a, b$ and the initial conditions $\varrho_{0}$ and $u_{0}$, which does not depend on $\Delta$.

$\varrho_{n-1} \leqslant C(T)$
Proof. Multiplying the equation (2.2) by $\Delta$, summing over $k=n, \ldots, N$ Proof. have the following equation:
we $d$
$\sum_{k=n}^{N} \frac{d}{d t} u_{n} \Delta+\sum_{k=n}^{N}\left(p_{n}-p_{n-1}\right)$

free boundary problem with density-dependent viscosity 7
 Integrating (2.8) with respect to $\tau$ from 0 to $t$, we have
$\frac{b}{\beta} \varrho_{n-1}{ }^{\beta}(t)=\frac{b}{\beta} \varrho_{n-1}{ }^{\beta}(0)-\int^{t} p_{n-1}(\tau) d \tau+\sum_{k=n}^{N}\left(u_{k}(t)-u_{k}(0)\right) \Delta+g(1-n \Delta) t$.
Applying the assumption (A.1), using the positivness of the density and Propo-
sition 2, we obtain the required estimate.
Also we have the following Proposition
Proposition 4. Under the assumptions (A.1)-(A.3) the inequality

$$
\sum_{n=1}^{N} \varrho_{n-1}^{\beta-1}(t) \Delta \leqslant C(T)
$$

Proof. Dividing the relation (2.8) by $\varrho_{n-1}$, integrating with respeet to $\tau$







$$
\frac{b}{1-\beta} \sum_{n=1}^{N} \varrho_{n-1}{ }^{\beta-1}(t) \Delta=\frac{b}{1-\beta} \sum_{n=1}^{N} \varrho_{n-1}{ }^{\beta-1}(0) \Delta-\int_{0}^{t} \sum_{n=1}^{N} \frac{\Delta}{\varrho_{n-1}(\tau)} \sum_{k=n}^{N} \dot{u}_{\hbar}(\tau) \Delta d \tau
$$

$$
=\int_{0}^{t}\left[\frac{d}{d \tau}\left(\sum_{n=1}^{N} \frac{\Delta}{\varrho_{n-1}(\tau)} \sum_{k=n}^{N} u_{k}(\tau) \Delta\right)-\sum_{n=1}^{N} \frac{d}{d \tau}\left(\frac{\Delta}{\varrho_{n-1}(\tau)}\right) \sum_{k=n}^{N} u_{k}(\tau) \Delta\right] d \tau
$$
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Proof. Putting
10

$$
\varrho_{K-1}=\max _{n} \varrho_{n-1}, \quad(1 \leqslant K \leqslant N)
$$

| $\varrho_{K-1}=\max _{n} \varrho_{n-1}, \quad(1 \leqslant K \leqslant N)$, |  |  |  |
| :---: | :---: | :---: | :---: |
| and applying the Proposition 4 and since $\beta-1<0$ we get |  |  |  |
| $\varrho_{K-1}^{\beta-1}=\varrho_{K-1}^{\beta-1} \sum_{n=1}^{N} \Delta \leqslant \sum_{n=1}^{N} \varrho_{n-1}^{\beta-1} \Delta \leqslant C(T) .$ |  |  |  |
| We have also |  |  |  |
| $\varrho_{n-1}^{\beta-1}=\varrho_{K-1}^{\beta-1}+\sum_{k=K}^{n-1} \frac{\varrho_{k}^{\beta-1}-\varrho_{k-1}^{\beta-1}}{\Delta} \Delta$ |  |  |  |
| $=\varrho_{K-1}^{\beta-1}+\sum_{k=K}^{n-1} \frac{\beta-1}{\beta}\left(\varrho_{k-1}+\theta_{n}\left(\varrho_{k}-\varrho_{k-1}\right)\right)^{-1} \frac{\varrho_{k}^{\beta}-\varrho_{k-1}^{\beta}}{\Delta} \Delta$ |  |  |  |
| $\leqslant C(T)+C\left(\sum_{n=1}^{N}\left(\varrho_{n-1}+\theta_{n}\left(\varrho_{n}-\varrho_{n-1}\right)\right)^{-2} \Delta\right)^{1 / 2}\left(\sum_{n=1}^{N}\left(\frac{\varrho_{n}^{\beta}-\varrho_{n-1}^{\beta}}{\Delta}\right)^{2} \Delta\right)^{1 / 2}$ |  |  |  |

Further, we would like to estimate the second term of the previous inequali y. So,
$\sum_{1}^{N}\left(\varrho_{n-1}+\theta_{n}\left(\varrho_{n}-\varrho_{n-1}\right)\right)^{-2} \Delta$
$\leqslant \max _{n}\left[\varrho_{n-1}{ }^{-\beta-1}\right] \cdot 2 \sum_{n=1}^{N} \varrho_{n-1}{ }^{\beta-1} \Delta$
$\leqslant C(T) \max _{n}\left[\varrho_{n-1}{ }^{-\beta-1}\right] \cdot($ by Proposition 4$)$.
From the previous estimates and applying the Proposition 5 it follows
From the assumption $\beta<\frac{1}{3}$, we have $\frac{\beta+1}{2}<1-\beta$. And then there is a po-


$$
\begin{aligned}
& \text { ve constant } \varrho(T) \text { depending on } T \text { such that } \varrho_{n-1}(t) \geqslant \underline{\varrho}(T) \text {. } \\
& \text { Moreover, we have the following proposition }
\end{aligned}
$$
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Integrating this with respect to $\tau$ and using the assumption (A.2), we get that
$\sum_{n=1}^{N} \dot{u}_{n}^{2}(0) \Delta \leqslant C$. This implies (2.9). Using (2.11) and (2.9), we obtain (2.10).

Proposition 8. Under assumptions (A.1)-(A.3)
荌
$\sum_{n=1}^{N}\left|u_{n}(t)-u_{n-1}(t)\right| \leqslant C(T)$,
$\left|u_{n}(t)\right| \leqslant C(T)$

Note that

$$
u_{n}=\sum_{k=1}^{n}\left(u_{k}-u_{k-1}\right) .
$$



## Proposition 9

$$
\begin{aligned}
& \stackrel{9}{9} \\
& \text { FREE BOUNDARY PROBLEM WITH DENSITY-DEPENDENT VISCOSITY } \\
& \begin{array}{l}
\leqslant(T)\left(\sum_{n=1}^{N} \left\lvert\, \begin{array}{l|l|}
n=1
\end{array}\right.\right) \\
\leqslant C(T) .
\end{array} \\
& \text { Proposition 10. We have }
\end{aligned}
$$

$\leqslant C(T)$.
$\begin{aligned} & \text { This completes the proof. } \\ & \text { Finally, we get }\end{aligned}$
Proposition 11. Let (A.1)-(A.3) be satisfied then

$$
\begin{aligned}
& \text { hold. }
\end{aligned}
$$
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Proof. From the equation (2.1), using the same procedure adopted to reach (2.8), and (2.10)
$\left.\frac{1}{\varrho_{n-1}^{2}} \frac{d \varrho_{n-1}}{d t} \right\rvert\, \leqslant \frac{C(T)}{\mu_{n-1} \varrho_{n-1}}$.
 which implies (2.13). From (2.15) and Proposition 3, we have $\sum_{n=1} u_{n} \Delta \leqslant C(I)$,
$\left.\frac{d}{d t}\left(\mu_{n-1} \varrho_{n-1} \frac{u_{n}-u_{n-1}}{\Delta}\right) \right\rvert\,$

$$
\left|b(\beta+1) \varrho_{n-1}{ }^{\beta} \dot{\varrho}_{n-1} \frac{u_{n}-u_{n-1}}{\Delta}+\mu_{n-1} \varrho_{n-1} \frac{\dot{u}_{n}-\dot{u}_{n-1}}{\Delta}\right|
$$

$$
\leqslant C(T) \mu_{n-1}^{1 / 2} \varrho_{n-1}^{1 / 2}\left(\left|\frac{u_{n}-u_{n-1}}{\Delta}\right|+\left|\frac{\dot{u}_{n}-\dot{u}_{n-1}}{\Delta}\right|\right) .
$$

Therefore applying Proposition 2 and (2.9) it yields
$\int_{0}^{T} \sum_{n=1}^{N}\left[\frac{d}{d t}\left(\mu_{n-1} \varrho_{n-1} \frac{u_{n}-u_{n-1}}{\Delta}\right)\right]^{2} \Delta d t$

## $\leqslant C_{1}(T) \int_{0}^{T} \sum_{n=1}^{N} \mu_{n-1} \varrho_{n-1}\left[\left(\frac{u_{n}-u_{n-1}}{\Delta}\right)^{2}+\left(\frac{\dot{u}_{n}-\dot{u}_{n-1}}{\Delta}\right)^{2}\right] \Delta d t$

 ( $L$ ) $)>$

We interpolate $\varrho_{n-1}, u_{n}$ in the following way. Define $\varrho_{\Delta}(t, x)$ and $u_{\Delta}(t, x)$
$\cdot\left[(7)^{\mathrm{L}-u} n(x-\nabla u)+(7)^{u} n(\nabla(\mathrm{I}-u)-x)\right] \frac{\nabla}{\mathrm{I}}=\left(x^{\prime} 7\right)^{\nabla} n \quad ‘(7)^{\mathrm{I}-u} \partial=\left(x^{\prime} 7\right)^{\nabla} \partial$
for $(n-1) \Delta \leqslant x<n \Delta$. Then we have
$\varrho_{\Delta}(t, x) \leqslant C(T), \quad \varrho_{\Delta}(t, x)^{-1} \leqslant C(T), \quad\left|u_{\Delta}(t, x)\right| \leqslant C(T)$,
$10$


$$
\begin{aligned}
& \text { MARI OKADA - ŠÁRKA MATUŠÚ-NEČASOVÁ - TETU MAKINO } \\
& \text { Since } \phi \text { is smooth and vanishing at } x=0 \text {, we have } \\
& \qquad \sum_{n=1}^{N} \phi_{n} \dot{u}_{n} \Delta=\int_{0}^{1} \phi u_{\Delta, t}^{R} d x+o(1) \\
& =-\int_{0}^{1} \phi_{n}\left(p_{\Delta}-\mu_{\Delta} \varrho_{\Delta} u_{\Delta, x}\right) d x+o(1) \\
& \sum_{n=1}^{N} \phi_{n} \frac{1}{\Delta}\left[\left(p_{n}-p_{n-1}\right)-\left(\mu_{n} \varrho_{n} \frac{u_{n+1}-u_{n}}{\Delta}-\mu_{n-1} \varrho_{n-1} \frac{u_{n}-u_{n-1}}{\Delta}\right)\right] \Delta \\
& \qquad \sum_{n=1}^{N} \phi_{n} g \Delta=\int_{0}^{1} \phi g d x+o(1)
\end{aligned}
$$

as $\Delta \rightarrow 0$. Therefore, passing to the limit and thanks to the Lebesgue's dominated convergence theorem, we see that (1.8) holds for the limit function. Thus we reach the following.
THEOREM 1. If the assumptions (A.1), (A.2) and (A.3) hold, then the in-itial-boundary value problem (1.1)-(1.4) admits a global weak solution in the sense (1.5)-(1.8)
4. - Uniqueness of the weak solution.


(4.1) , $\quad \frac{1}{C(T)} \leqslant \varrho(t, x) \leqslant C(T), \quad\left|u_{x}(t, x)\right| \leqslant C(T)$.
method of [6].
Theorem 2. Assume (A.1), (A.2) and (A.3). Let $\left(\varrho_{1}, u_{1}\right)$ and $\left(\varrho_{2}, u_{2}\right)$ be
solutions of (1.1)-(1.4) satisfying (1.5)-(1.8) and (4.1) for any T. Then we have $\varrho_{1}=\varrho_{2}, u_{1}=u_{2}$.
4
Proof. Taking the difference of (1.8), we get
$\int_{0}^{1} \phi\left(u_{2}-u_{1}\right)_{t} d x=\int_{0}^{1}\left[\phi_{x}\left(p_{2}-p_{1}\right)-\phi_{x}\left(\mu_{2} \varrho_{2}-\mu_{1} \varrho_{1}\right) u_{2, x}-\phi_{x} \mu_{1} \varrho_{1}\left(u_{2}-u_{1}\right)_{x}\right] d x$
for any $\phi \in C_{0}^{\infty}(0,1]$. Now, since $\left(\varrho_{2}^{\beta+1}\left(u_{2}\right)_{x}-\varrho_{1}^{\beta+1}\left(u_{1}\right)_{x}\right)(t,.) \in L^{\infty}(0,1)$ and
 $-u_{1}(t, \cdot) \in C[0,1]$ and $u_{2}(t, 0)-u_{1}(t, 0)=0$, there exists a sequence $\phi_{n} \in$
$\in C_{0}^{\infty}(0,1]$ such that $\phi_{n} \rightarrow u_{2}(t, \cdot)-u_{1}(t, \cdot)$ in $C[0,1]$ and $\phi_{u, v} \rightarrow\left(u_{2}-\right.$ $\left.-u_{1}\right)_{x}(t, \cdot)$ in $L^{1}(0,1)$. Therefore, passing to the limit, we can replace $\phi$ by $u_{2}-$
 by keeping in mind that $p=a \varrho^{\gamma}$ and $\mu=b \varrho^{\beta}$, we get

$$
\frac{1}{2} \frac{d}{d t} \int_{0}^{1}\left(u_{2}-u_{1}\right)^{2} d x
$$

$$
\begin{aligned}
& \qquad \leqslant-\frac{1}{2} \int_{0}^{1} \mu_{1} \varrho_{1}\left(u_{2}-u_{1}\right)_{x}^{2} d x+C(T) \int_{0}^{1}\left(\varrho_{2}-\varrho_{1}\right)^{2} d x, \\
& \text { thanks to (4.1). Integrating this with respect to } \tau \text {, we obtain } \\
& \text { (4.2) } \int_{0}^{1}\left(u_{2}-u_{1}\right)^{2} d x+\int_{0}^{t} \int_{0}^{1} \mu_{1} \varrho_{1}\left(u_{2}-u_{1}\right)_{x}^{2} d x d \tau \leqslant C(T) \int_{0}^{t} \int_{0}^{1}\left(\varrho_{2}-\varrho_{1}\right)^{2} d x d \tau .
\end{aligned}
$$

$$
\cdot \operatorname{spxp}{ }_{z}\left(\frac{\mathrm{I} \partial}{\mathrm{I}}-\frac{{ }^{\mathrm{Z}} \partial}{\mathrm{I}}\right) \frac{\mathrm{I} \partial \mathrm{I} n}{\mathrm{I}} \int_{\mathrm{I}}^{0} \int_{\nabla}^{0} \frac{\mathrm{Z}}{\mathrm{I}}+
$$

MAI
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We can rewrite the equation (1.1) as

$$
\text { (4.3) } \quad \frac{\partial}{\partial t} \frac{1}{\varrho}=\frac{\partial u}{\partial x}
$$

$$
\text { Taking the difference of (4.3) and multiplying it by } \frac{1}{o_{0}}-\frac{1}{o_{1}} \text {, we have }
$$

$$
\begin{aligned}
& \text { Integrating this with respect to } x \text { from } 0 \text { to } 1 \text { and integrating it with respect to } \\
& \tau \text {, we get }
\end{aligned}
$$

$$
\begin{aligned}
\frac{1}{2} \int_{0}^{1}\left(\frac{1}{\varrho_{2}}-\frac{1}{\varrho_{1}}\right)^{2} d x & =\int_{0}^{t} \int_{0}^{1}\left(u_{2}-u_{1}\right)_{x}\left(\frac{1}{\varrho_{2}}-\frac{1}{\varrho_{1}}\right) d x d \tau \\
& \leqslant \int_{0}^{t} \int_{0}^{1} \mu_{1} \varrho_{1}\left(u_{2}-u_{1}\right)_{x}^{2} d x d \tau
\end{aligned}
$$

$$
\begin{aligned}
& \text { Since } \\
& \text { we have } \frac{1}{\varrho_{2}}-\frac{1}{\varrho_{1}}=\frac{1}{\varrho_{1} \varrho_{2}}\left(\varrho_{1}-\varrho_{2}\right) \text {, } \\
& \text { thanks to (4.2). So, } \\
& \int_{0}^{1}\left(\varrho_{2}-\varrho_{1}\right)^{2} d x \leqslant C(T) \int_{0}^{t} \int_{0}^{1}\left(\varrho_{2}-\varrho_{1}\right)^{2} d x d \tau \\
& \text { and } \varrho_{2} \equiv \varrho_{1} \text {. Finally from (4.2) } \\
& \qquad \int_{0}^{1}\left(\varrho_{2}-\varrho_{1}\right)^{2} d x \equiv 0 \text {, } \\
& \text { and it implies } \left.u_{2} \equiv u_{1}\right)^{2} d x \equiv 0 \text {. This completes the proof. }
\end{aligned}
$$
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 weak solution with some regular properties. We can show that such a solution is unique.
Key words: Navier-Stokes equation, uniqueness of global weak solutions, free boundary
problem, spherically symmetric motion

$$
\begin{aligned}
& \frac{\partial \rho}{\partial t}+u \frac{\partial \rho}{\partial r}+\rho \frac{\partial u}{\partial r}+\frac{2}{r} \rho u=0 \\
& \rho\left(\frac{\partial u}{}+u \frac{\partial u}{\partial}\right)+\frac{\partial p}{\tau}=\nu\left(\underline{\partial^{2} u}+\underline{2} \frac{\partial u}{}-\underline{2} u\right)-\rho M
\end{aligned}
$$

 $p=a \rho^{\gamma}$, the spherically symmetric motion of viscous barotropic gas. We consider these equations in $r \geqq 1$ with the boundary condition

$$
\left.u\right|_{r=1}=0
$$

$$
\left.\rho\right|_{t=0}=\rho^{0}(r),\left.\quad u\right|_{t=0}=u^{0}(r)
$$

Since we are interested in the class of initial data which includes the stationary $\qquad$

$$
(R<r)
$$

* This work was completed during her stay at Università degli studi di Ferrara which was sup-
ported by GNFM of Italian CNR.

$p=a \rho^{\gamma}$,
©
(1)
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we introduce the Lagrange coordinates
we introduce the Lagrange coordinates

$$
x=4 \pi \int_{1}^{r} \rho(t, s) s^{2} d s
$$

Then the equations turn out to be

$$
\frac{\partial \rho}{\partial t}+4 \pi \rho^{2} \frac{\partial}{\partial x}\left(r^{2} u\right)=0,
$$

(1) $\frac{\partial u}{\partial t}+4 \pi r^{2} \frac{\partial p}{\partial x}=16 \pi^{2} \nu \frac{\partial}{\partial x}\left(r^{4} \rho \frac{\partial u}{\partial x}\right)-2 \nu \frac{u}{r^{2}} \rho-\frac{M}{r^{2}}$,
(2) $\quad p=a \rho^{\gamma}$,
(3)
where $\quad r=\left[1+\frac{3}{4 \pi} \int_{0}^{x} \frac{d \xi}{\rho(t, \xi)}\right]^{1 / 3} \cdot$
(4)
By normalizing the total mass, we consider the equations $(1)(2)(3)(4)$ in $0 \leqq x \leqq 1$
with the boundary conditions
(5)

$$
\left.u\right|_{x=0}=0,\left.\quad p\right|_{x=1}=0
$$

## and the initial conditions

$$
\text { (6) }\left.\quad \rho\right|_{t=0}=\rho_{0}(x),\left.\quad u\right|_{t=0}=u_{0}(x)
$$

$$
\begin{aligned}
& \text { In the preceding paper [1], we constructed global weak solutions assuming that } \\
& \text { the initial condition satisfies the following assumptions: } \\
& \text { (A.1) } \rho_{0} \in C[0,1], \rho_{0}(x)>0 \text { for } 0 \leqq x<1, \rho_{0}(1)=0 \text {, Total Variation }
\end{aligned}
$$

$$
\begin{aligned}
& {\left[\rho_{0} \mid<+\infty\right. \text { and there exists a I }} \\
& \lambda(x) \leqq \rho(x) \text { and } \int_{0}^{1} \frac{d x}{\lambda(x)}<+\infty .
\end{aligned}
$$

(A.2) $\quad u_{0} \in C[0,1]$.
uch that for any $T$
(7) $\quad \rho, u \in L^{\infty}([0, T] \times[0,1]) \cap C^{1}\left([0, T] ; L^{2}(0,1)\right)$,
(8) $\quad \rho u_{x} \in L^{\infty}([0, T] \times[0,1]) \cap C^{1 / 2}\left([0, T] ; L^{2}(0,1)\right)$,
(9) there exists a constant $C(T)$ with
$\frac{1}{C(T)} \rho_{0}(x) \leqq \rho(t, x) \leqq C(T) \rho_{0}(x)$.
( $\rho, u$ ) is the weak solution of the initial-boundary problem in the following sence;
ڤ
Free Boundary Problem (II)

$$
\begin{aligned}
& \text { (E1) } \frac{\partial \rho}{\partial t}+4 \pi r^{2} \rho^{2} u_{x}+\frac{2 u \rho}{r}=0 \text { for a.e. } x \in(0,1) \text { and for any } t \geqq 0, \\
& \text { (E2) } \int_{0}^{1}\left[\phi u_{t}-\left(4 \pi r^{2} \phi_{x}+\frac{2 \phi}{r \rho}\right) p+16 \pi^{2} \nu \phi_{x} r^{4} \rho u_{x}+2 \nu \phi \frac{u}{r^{2} \rho}+\phi \frac{M}{r^{2}}\right] d x=0 \\
& \\
& \text { for any } \phi \in C_{0}^{\infty}(0,1) \text { and for any } t \geqq 0
\end{aligned}
$$


Remark 2. If $\frac{1}{C}(1-x)^{1 / \gamma} \leqq \rho_{0}(x) \leqq C(1-x)^{1 / \gamma}$, it can be proved that
$\rho(t, x)$ satisfies (9) in a more general context. For the proof see [3].


Theorem. Assume (A.1)(A.2)(A.3). ${ }^{\circ}$ Let $\left(\rho_{1}, u_{1}\right)$ and ( $\left.\rho_{2}, u_{2}\right)$ be solutions of (E1)(E2)(I)(B) satisfying (7)(8)(9) for any T. Then we have $\rho_{1}=\rho_{2}, u_{1}=u_{2}$. To prove that, we consider the following quantities:

$$
{ }^{\prime} x p\left|\frac{\left(x^{\prime} 7\right)^{\mathrm{I} d}}{\mathrm{I}}-\frac{\left(x^{\prime} 7\right)^{z d}}{\mathrm{I}}\right| \int_{\mathrm{T}}^{0}=(q) \infty
$$

(10)
(11)

$$
Q(t)=\int_{0}^{1} \rho_{0}(x)\left(\frac{1}{\rho_{2}(t, x)}-\frac{1}{\rho_{1}(t, x)}\right)^{2} d x,
$$


$\underset{\text { ® }}{\text { ® }}$

Š. M.-NEČasová, M. Okada and T. Makino
Here, of course, we denote



## $x p\left|\frac{\sigma}{\mathrm{~L}}-\frac{\mathrm{z}}{\mathrm{I}}\right|_{z / \mathrm{L}}^{0} \mathrm{~d} \frac{\mathrm{z} / \mathrm{I}}{\mathrm{L}}{ }_{\mathrm{I}}=(7)^{0}$

$$
\leqq\left[\int_{0}^{1} \frac{d x}{\rho_{0}}\right]^{1 / 2}\left[\int_{0}^{1} \rho_{0}\left|\frac{1}{\rho_{2}}-\frac{1}{\rho_{1}}\right|^{2} d x\right]^{1 / 2}
$$


Proposition 3. We have
(16) $\quad \frac{1}{2} \frac{d}{d t} \int_{0}^{1}\left(u_{2}-u_{1}\right)^{2} d x+\frac{1}{2} G(t) \leqq C\left[\alpha(t)^{2}+Q(t)\right]$.

Proof. Taking the difference of (E2) by keeping in mind that $p=a \rho^{\gamma}$, we
have
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integrand for $t$ can be estimated as follows.
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 әұ! radius. The equilibrium is asymptotically stable with respect to small perturbation, pro-
vided that $\gamma>\frac{4}{3}$ and $a$ is sufficiently small, when the equation of state is $p=a \rho^{\gamma}, p$ being the pressure and $\rho$ the density.

Key words: Navier-Stokes equation, asymptotic stability of equilibria, free boundary prob-
lem, spherically symmetric motion
where $\nu, a, \gamma$ are positive constants and $1<\gamma \leq 2$. These equations govern the spherically symmetric motion of a viscous barotropic gas. We consider these equations in $r \geq 1$ with the boundary condion
$\left.\begin{array}{l}n=\frac{\mu \varrho}{d \varrho}+\left(\frac{\mu \varrho}{n \varrho} n+\frac{7 \varrho}{n \varrho}\right) d \\ =n d \frac{\iota}{\zeta}+\frac{\mu \varrho}{n \varrho} d+\frac{\mu \varrho}{d \varrho} n+\frac{7 \varrho}{d \varrho}\end{array}\right\}$

$p=a \rho^{\gamma}$,
and the initial conditions
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These equations admit the equilibria
200 S. Matušu-Nečasová, M. Okada and T. Makino
These equations admit the equilibria

$$
\rho=\left\{\begin{array}{lll}{\left[\frac{(\gamma-1) M}{a \gamma}\left(\frac{1}{r}-\frac{1}{R}\right)\right]^{1 /(\gamma-1)}} & (r \leq R) & u=0 . \\ 0 & (R<r),\end{array}\right.
$$

Here $R>1$ is arbitrary. Since we are interested in the class of initial data which
 $x=4 \pi \int_{1}^{r} \rho(s, t) s^{2} d s$.


Normalizing the total mass, we consider the equations (1) (2) (3) (4) in $0 \leq x \leq 1$
with the boundary conditions

## (5) $\left.\quad u\right|_{x=0}=0, \left.\quad 4 \pi r^{2} p-16 \pi^{2} \nu r^{4} \rho \frac{\partial u}{\partial x} \right\rvert\,=0$

and the initial conditions
In this case the equilibrium is unique. We denote it by $\rho=\bar{\rho}(x), p=\bar{p}(x)=a \bar{\rho}(x)^{\gamma}$ and $r=\bar{r}(x)$, who satisfy
(6) $\quad, \quad \rho_{t=0}=\rho_{0}(x),\left.\quad u\right|_{t=0}=u_{0}(x)$.

$\frac{1}{C}(1-x) \leq \bar{p}(x) \leq C(1-x)$.

[^5]룸
Free Boundary Problem (III)
(A. 0 ) $\quad \rho_{0} \in C[0,1], \quad \rho_{0}(x)>0 \quad$ for $0 \leq x<1, \quad \rho_{0}(0)=0$,

(A.1) There exists a monotone decreasing function $\lambda(x)$ such that
$0 \leq \lambda(x) \leq \rho_{0}(x)$ and $\int_{0}^{1} \frac{d x}{\lambda(x)}<+\infty ;$
(A.2) $u_{0} \in C[0,1] ;$
(A.3) This is a slightly complicated assumption concerning $\rho_{0}$ and $u_{0}$.
But it is satisfied at least if $p_{0}=a \rho^{\gamma} \in C^{1}[0,1]$ and $u_{0}=0$.
See [2] for the details.
The global solution $(\rho, u)$ constructed in $[2]$ satisfies that, for any $T$,
(9)
(9) $\quad \rho, u \in L^{\infty}([0, T] \times[0,1]) \cap C^{1}\left([0, T] ; L^{2}(0,1)\right)$,
(10) $\quad \rho u_{x} \in L^{\infty}([0, T] \times[0,1]) \cap C^{1 / 2}\left([0, T] ; L^{2}(0,1)\right)$,
and there exists a constant $C(T)$ such that
(11) $\quad \frac{1}{C(T)} \rho_{0}(x) \leq \rho(x, t) \leq C\left(T^{\prime}\right) \rho_{0}(x) \quad$ for $\quad 0 \leq t \leq T, \quad 0 \leq x \leq 1$.

ј0 ұиә under some additional assumptions.
I. Straskraba [4].
Proposition 1. There exists a constant $C$ such that
(12) $\quad \rho(x, t) \leq C$ for $0 \leq x \leq 1$ and $0 \leq t<+\infty$
Here and hereafter $C$ denotes various constants depending on the parameters
$\gamma, \nu, M, a$ and the initial conditions $\rho_{0}$ and $u_{0}$.
Proof. We rewrite the equation (2) as
$u_{t}=4 \pi r^{2}\left(4 \pi \nu \rho\left(r^{2} u\right)_{x}-p\right)_{x}-\frac{M}{r^{2}}$.
Integrating (2) ${ }^{\prime}$ with respect to $x$ from $x$ to 1 and using the boundary condition
(5), we get
$$
\int_{x}^{1} \frac{u_{t}}{r^{2}} d x=-4 \pi\left(4 \pi \nu \rho\left(r^{2} u\right)_{x}-p\right)-\int_{x}^{1} \frac{M}{r^{4}} d x .
$$
$$
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\[

$$
\begin{aligned}
& \text { But, since } 4 \pi \rho\left(r^{2} u\right)_{x}=-(\log \rho)_{t} \text { from }(1) \text {, this can be rewritten } \\
& \text { (13) } \quad \frac{\partial}{\partial t} \log \rho=\frac{1}{\nu}\left[\frac{1}{4 \pi} \frac{\partial}{\partial t} \int_{x}^{1} \frac{u}{r^{2}} d x-p+H\right] \\
& \text { where }
\end{aligned}
$$
\]

$$
\begin{aligned}
& \text { Here we use the fact that } r_{t}=u \text {. } \\
& \text { Now we use the energy equality }
\end{aligned}
$$

$$
\text { (15) } \quad \frac{d}{d t} \int_{0}^{1}\left(\frac{1}{2} u^{2}+\frac{1}{\gamma-1} \frac{p}{\rho}-\frac{M}{r}\right) d x+Y(t)=0,
$$

Let us denote

$$
H=\frac{1}{2 \pi} \int_{x}^{1} \frac{u^{2}}{r^{3}} d x+\frac{1}{4 \pi} \int_{x}^{1} \frac{M}{r^{4}} d x
$$

$$
\begin{aligned}
& \text { where } \\
& \qquad(16) \quad Y(t)=\int_{0}^{1}\left(16 \pi^{2} \nu r^{4} \rho u_{x}^{2}+2 \nu \frac{u^{2}}{r^{2} \rho}\right) d x
\end{aligned}
$$

$$
\text { (17) } \quad E_{0}=\int_{0}^{1}\left(\frac{1}{2} u_{0}^{2}+\frac{1}{\gamma-1} \frac{p_{0}}{\rho_{0}}-\frac{M}{r_{0}}\right) d x
$$

Since $r \geq 1$, the energy equality (15) implies the boundedness of $H$, say $H \leq H^{*}$.



$$
\log \rho\left(x_{0}, T\right)=\log \rho\left(x_{0}, t_{1}\right)+\frac{1}{\nu}\left[\left.\frac{1}{4 \pi} \int_{x_{0}}^{1} \frac{u}{r^{2}}\right|_{t_{1}} ^{T} d x+\int_{t_{1}}^{T}(H-p) d t\right]
$$

$$
\text { But, since } H-p \leq 0 \text { along } x=x_{0}, t_{1} \leq t \leq T \text {, and sinc }
$$

$$
\log \rho\left(x_{0}, T\right) \leq \max \left(\log \rho_{0}\left(x_{0}\right), \log \left(H^{*} / a\right)^{1 / \gamma}\right)+\frac{1}{2 \pi \nu}\left[2\left(E_{0}+M\right)\right]^{1 / 2} .
$$

$$
\begin{aligned}
& \text { This completes the proof, since } \rho_{0} \in C[0,1] \text { is bounded. } \\
& \text { Proposition 2. We have } \\
& \text { (18) } \quad \int_{0}^{1} u(x, t)^{2} d x \longrightarrow 0 \text { as } t \rightarrow+\infty
\end{aligned}
$$

Free Boundary Problem (III)
Proof. We start with the energy equality (15), which can be rewritten as
(19) $\quad \frac{d}{d t} \int_{0}^{1}\left(\frac{1}{2} u^{2} d x\right) d x+Y(t)-\int_{0}^{1} 4 \pi p\left(r^{2} u\right)_{x} d x+\int \frac{M u}{r^{2}} d x=0$.
$\epsilon(t)=\left[\int_{t-1}^{t} Y(s) d s\right]^{1 / 2}$.
Since $\int_{0}^{+\infty} Y(t) d t \leq E_{0}+M<+\infty$, we see $\epsilon(t) \rightarrow 0$ as $t \rightarrow+\infty$. Now we integrate
 to $t$. The result is

We see
$0 \leq \int_{t-1}^{t} \int_{s}^{t} Y(\tau) d \tau d s=\int_{t-1}^{t} Y(\tau)(\tau-(t-1)) d \tau \leq \int_{t-1}^{t} Y(\tau) d \tau=\epsilon(t)^{2} \rightarrow 0$.
On the other hand, since

$$
p\left(r^{2} u\right)_{x}=\frac{1}{2 \pi} \frac{1}{r} \frac{p}{\rho} u+p r^{2} u_{x}
$$

- 

$u^{2}=\int_{0}^{x} 2 u u_{x} d x \leq C Y$,

$$
\int_{t-1}^{t} \int_{0}^{1} \frac{1}{2} u^{2}(s) d x d s \leq C \int_{t-1}^{t} Y(s) d s \leq C \epsilon(t)^{2} \rightarrow 0
$$

$$
\left|\int_{t-1}^{t} \int_{s}^{t} \int_{0}^{1} p\left(r^{2} u\right)_{x} d x d \tau d s\right| \leq C\left[\int_{t-1}^{t} \int_{0}^{1}\left(\frac{u^{2}}{r^{2} \rho}+r^{4} \rho u_{x}^{2}\right) d x d s\right]^{1 / 2} \leq
$$

Here we use the result of Proposition 1, say $\rho \leq C$. Similarly

Now we are going to estimate $\rho$ from below to show $\rho \rightarrow \bar{\rho}$. Then we must leave he argument of I. Straskraba [4]. The reason is that [4] supposes that the external

$$
{\frac{\left(7^{6} x\right) d}{(x)^{0} d}}_{\text {dns }}^{L>7>0}=(L) \theta
$$

This completes the proof. 204 force $f(r)$ satisfies $f^{\prime}(r) \leq 0$ and this plays an important role in his argument, but n our case $f(r)=-\frac{M}{r^{2}}$ satisfies $f^{\prime}(r)=\frac{2 M}{r^{3}}>0$
Moreover we assume temporarily
(a.1) $\quad p_{0}(x) \leq M(1-x)$

$$
\begin{aligned}
& \text { Proposition 3. There exists a constant } B\left(\gamma, \nu, E^{*}, M^{*}, R^{*}\right) \text { such that } \\
& \text { (21) } B=\sup _{\substack{0 \leq t<+\infty \\
0 \leq x<1}} \frac{\rho_{0}(x)}{\rho(x, t)} \leq B\left(\gamma, \nu, E^{*}, M^{*}, R^{*}\right) \\
& \text { provided that } E_{0} \leq E^{*}, M \leq M^{*} \text { and } R_{0} \leq R^{*} . \text { Here } \\
& R_{0}=r(1,0)=\left[1+\frac{3}{4 \pi} \int_{0}^{1} \frac{d x}{\rho_{0}(x)}\right]^{1 / 3} .
\end{aligned}
$$

Proof. We write (13) (14) as

$$
\text { (24) } \frac{1}{p(x, t)}=\frac{1}{p_{0}(x)}\left[\exp \left(-\int_{0}^{t} A d s\right)+\frac{\gamma}{\nu} p_{0}(x) \int_{0}^{t} \exp \left(-\int_{s}^{t} A d \tau\right) d s\right]
$$



(27) | $\frac{\partial}{\partial t} \rho_{0}\left(\frac{1}{\rho}-\frac{1}{\bar{\rho}}\right)^{2}-\frac{1}{\nu}\left(\frac{p}{\rho}-\frac{\bar{p}}{\bar{\rho}}\right)\left(\frac{1}{\rho}-\frac{1}{\bar{\rho}}\right) \rho_{0}$ |  |
| ---: | :--- |
| $=$ | $-\frac{1}{4 \pi \nu} \frac{\partial}{\partial t}\left(\frac{\rho_{0}}{\rho}\left(\frac{1}{\rho}-\frac{1}{\bar{\rho}}\right) \int_{x}^{1} \frac{u}{r^{2}} d x\right)+\frac{1}{\nu}\left(r^{2} u\right)_{x}\left(\rho_{0}\left(\frac{1}{\rho}-\frac{1}{\bar{\rho}}\right)+\frac{\rho_{0}}{\rho}\right) \int_{x}^{1} \frac{u}{r^{2}} d x$ |
|  | $-\frac{1}{2 \pi \nu} \frac{\rho_{0}}{\rho}\left(\frac{1}{\rho}-\frac{1}{\bar{\rho}}\right) \int_{x}^{1} \frac{u^{2}}{r^{3}} d x-\frac{M}{4 \pi \nu} \rho_{0}\left(\frac{1}{\rho}-\frac{1}{\bar{\rho}}\right)^{2} \int_{x}^{1} \frac{d x}{\bar{r}^{4}}$ |
|  | $-\frac{M}{4 \pi \nu} \frac{\rho_{0}}{\rho}\left(\frac{1}{\rho}-\frac{1}{\bar{\rho}}\right) \int_{x}^{1}\left(\frac{1}{r^{4}}-\frac{1}{\bar{r}^{4}}\right) d x$. |

## (28) $\quad-\frac{1}{\nu}\left(\frac{p}{\rho}-\frac{\bar{p}}{\bar{\rho}}\right)\left(\frac{1}{\rho}-\frac{1}{\bar{\rho}}\right) \rho_{0}=\frac{a(\gamma-1)}{\nu} \widetilde{\rho}^{\gamma}\left(\frac{1}{\rho}-\frac{1}{\bar{\rho}}\right)^{2} \rho_{0} \geq 0$,

where $\tilde{\rho}=\left(\frac{1}{\bar{\rho}}+\theta\left(\frac{1}{\rho}-\frac{1}{\bar{\rho}}\right)\right)^{-1}$ with $0<\theta<1$
We assume temporarily
(a.2)
Then we get
$\rho_{0}\left(\frac{1}{\rho}-\frac{1}{\bar{\rho}}\right)^{2} \leq \frac{C}{\rho_{0}}, \quad \frac{\rho_{0}}{\rho} \leq C, \quad \rho_{0}\left|\frac{1}{\rho}-\frac{1}{\bar{\rho}}\right| \leq C, \quad \frac{\rho_{0}}{\rho}\left|\frac{1}{\rho}-\frac{1}{\bar{\rho}}\right| \leq \frac{C}{\rho_{0}} \quad$ and so on. Moreover we assume
(a.3) $\quad \rho_{0}(x) \geq \frac{(1-x)^{1 / \gamma}}{C}$.
Now, for $0<\mu$ and $0 \leq \delta \leq 1$, we put
(29) $Q_{\delta, \mu}=\int_{0}^{1-\delta} \rho_{0}\left(\frac{1}{\rho}-\frac{1}{\bar{\rho}}\right)^{2} \frac{d x}{(1-x)^{\mu}}$.
$Q_{\delta, \mu}$ is finite as least if $\delta>0$.
Let $\delta>0$. Then it follows from (28) that
$\begin{aligned} \frac{d}{d t} Q_{\delta, \mu} \leq \frac{d}{d t} F_{\delta, \mu}+G_{\delta, \mu} & -\frac{M}{4 \pi \nu} \int_{0}^{1-\delta} \rho_{0}\left(\frac{1}{\rho}-\frac{1}{\bar{\rho}}\right)^{2} \frac{1}{(1-x)^{\mu}} \int_{x}^{1} \frac{d \xi}{\bar{r}^{4}} d x \\ & -\frac{M}{4 \pi \nu} \int_{0}^{1-\delta} \frac{\rho_{0}}{\rho}\left(\frac{1}{\rho}-\frac{1}{\bar{\rho}}\right) \frac{1}{(1-x)^{\mu}} \int_{x}^{1}\left(\frac{1}{r^{4}}-\frac{1}{\bar{r}^{4}}\right) d \xi d x,\end{aligned}$
it follows that $Q_{\delta, 5 / 4}(t) \rightarrow 0$ as $t \rightarrow+\infty$ from the above differential inequality. This is a contradiction, since

$$
\begin{aligned}
& \qquad Q_{\delta, 5 / 4} \geq \int_{0}^{1-\delta} \rho_{0}\left(\frac{1}{\rho}-\frac{1}{\bar{\rho}}\right)^{2} \frac{d x}{(1-x)^{1 / 4}} . \\
& \text { Therefore there exists a sequence } t_{n}(\delta) \rightarrow+\infty(n \rightarrow+\infty) \text { such that } \\
& \text { (30) } \quad \int_{0}^{1-\delta} \rho_{0}\left(\frac{1}{\rho}-\frac{1}{\bar{\rho}}\right)^{2} \frac{d x}{(1-x)^{1 / 4}} \leq C \delta^{2(\gamma-1) / \gamma} \text { at } t=t_{n}(\delta) . \\
& \text { Next we take } \mu=\frac{3}{4} \text {. Then } \\
& \qquad\left|F_{\delta, 3 / 4}\right| \leq C \int_{0}^{1} \frac{(1-x)^{1 / 2} d x}{(1-x)^{1 / \gamma+3 / 4}} \sqrt{\int_{x}^{1} u^{2} d \xi} \leq C^{\prime} \sqrt{\int_{0}^{1} u^{2} d x}
\end{aligned}
$$

ฐ

$$
\infty+>\frac{r(x-\mathrm{I})}{x p}{ }_{\mathrm{z}}\left(\frac{\frac{d}{\tau}}{\mathrm{~L}}-\frac{0 d}{\mathrm{I}}\right){ }_{\mathrm{d}} \mathrm{I}_{\mathrm{I}}^{0} \int^{0}=(0)^{r^{\prime} 0} 0
$$


 $\left|F_{\delta, \mu}\right| \leq C \int_{0}^{1} \frac{(1-x)^{1 / 2} d x}{(1-x)^{1 / \gamma+\mu}} \sqrt{\int_{x}^{1} u^{2} d \xi} \leq C^{\prime} \sqrt{\int_{0}^{1} u^{2} d x}$,

$\left|G_{\delta, \mu}\right| \leq C Y$,

 we get

$$
Q_{0, \mu}(t) \leq C
$$

$$
\text { by a similar argument to the case of } \mu=\frac{3}{4} \text {. Here we assume }
$$

$$
\text { and use } 1-\mu>1-\left(\frac{3}{2}-\frac{1}{\gamma}\right)=\frac{2-\gamma}{\gamma} \geq 0
$$

It follows from (31) that

$$
\begin{aligned}
& =Q_{\delta, 3 / 4}\left(t_{n}(\delta)\right)+\int_{1-\delta}^{1} \rho_{0}\left(\frac{1}{\rho}-\frac{1}{\bar{\rho}}\right)^{2} \frac{d x}{(1-x)^{3 / 4}} \\
& \leq Q_{\delta, 3 / 4}\left(t_{n}(\delta)\right)+\delta^{\mu-3 / 4} Q_{0, \mu}\left(t_{n}(\delta)\right) \\
& \leq C\left(\delta^{(3 \gamma-4) / 2 \gamma}+\delta^{\mu-3 / 4}\right)
\end{aligned}
$$

This is our final goal.
We are going to give a sufficient condition for (a.1) (a.2) (a.3) (a.4) (a.5) (a.6).
We put the assumption
We are going to give a sufficient condition for (a.1) (a.2) (a.3) (a.4) (a.5) (a.6).
We put the assumption
$\limsup _{t \rightarrow+\infty} Q_{0,3 / 4}(t) \leq C\left(\delta^{(3 \gamma-4) / 2 \gamma}+\delta^{\mu-3 / 4}\right)$
Since $\delta>0$ is arbitrary, we get
$Q_{0,3 / 4}(t) \longrightarrow 0$ as $t \rightarrow+\infty$.
This is our final goal.
Ne put the assumption
(A.5) $\quad \int_{0}^{1} \rho_{0}\left(\frac{1}{\rho_{0}}-\frac{1}{\bar{\rho}}\right)^{2} \frac{d x}{(1-x)^{\mu}}<+\infty \quad$ for some $\quad \mu>\frac{3}{4}$.

Š. Matušů-Nečasová, M. Okada and T. Makino
$\stackrel{N}{N}$
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#### Abstract

We consider an initial-boundary value problem for the equations of 1D motions of a compressible viscous heat-conducting gas coupled with radiation through a radiative transfer equation. Assuming suitable hypotheses on the transport coefficients, we prove that the problem admits a unique weak solution.
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## 1. Introduction

The aim of radiation hydrodynamics is to include the effects of radiation into the hydrodynamical framework. When equilibrium holds between the matter and the radiation, a simple way to do that is to include local radiative terms into the state functions and the transport coefficients. One knows from quantum mechanics that radiation is described by its quanta, the photons, which are massless particles traveling at the speed $c$ of light, characterized by their frequency $v$, their energy $E=h \nu$ (where $h$ is Planck's constant), and their momentum $\vec{p}=\frac{\hbar v}{c} \vec{\Omega}$, where $\vec{\Omega}$ is a unit vector. Statistical mechanics allows us to describe macroscopically an assembly of massless photons of energy $E$ and momentum $\vec{p}$ by using a distribution function: the radiative intensity $I(r, t, \vec{\Omega}, v)$. Using this fundamental quantity, one can derive global quantities by integrating with respect to the angular and frequency variables: the spectral radiative energy density $E_{R}(r, t)$ per unit volume is then $E_{R}(r, t):=\frac{1}{c} \iint I(r, t, \vec{\Omega}, v) \mathrm{d} \Omega \mathrm{d} v$, and the spectral radiative flux $\vec{F}_{R}(r, t)=\iint \vec{\Omega} I(r, t, \vec{\Omega}, v) \mathrm{d} \Omega \mathrm{d} v$. If matter is in thermodynamic equilibrium at constant temperature $T$ and if radiation is also in thermodynamic equilibrium with matter, its temperature is also $T$ and statistical mechanics tells us that the distribution function for photons is given by the Bose-Einstein statistics with zero chemical potential.

In the absence of radiation, one knows that the complete hydrodynamical system is derived from the standard conservation laws of mass, momentum and energy by using Boltzmann's equation satisfied by the $f_{m}(r, \vec{v}, t)$ and the

[^6]Chapman-Enskog expansion [1]. One gets then formally the compressible Navier-Stokes system

$$
\left\{\begin{array}{l}
\partial_{t} \rho+\nabla \cdot(\rho \vec{u})=0  \tag{1}\\
\partial_{t}(\rho \vec{u})+\nabla \cdot(\rho \vec{u} \otimes \vec{u})=-\nabla \cdot \vec{\Pi}+\vec{f} \\
\partial_{t}(\rho \varepsilon)+\nabla \cdot(\rho \varepsilon \vec{u})=-\nabla \vec{q}-\vec{D}: \stackrel{\Rightarrow}{\Pi}+g
\end{array}\right.
$$

where $\vec{\Pi}=-p(\rho, T) \vec{I}+\vec{\pi}$ is the material stress tensor for a newtonian fluid with the viscous contribution $\vec{\pi}=2 \mu \vec{D}$ $+\lambda \nabla \cdot \vec{u} \vec{I}$ with $3 \lambda+2 \mu \geqslant 0$ and $\mu>0$, and the strain tensor $\vec{D}$ such that $\vec{D}_{i j}(\vec{u})=\frac{1}{2}\left(\frac{\partial u_{i}}{\partial x_{j}}+\frac{\partial u_{j}}{\partial x_{i}}\right) \cdot \vec{q}$ is the thermal heat flux and $\vec{F}$ and $g$ are external force and energy source terms.

When radiation is present, the terms $\vec{f}$ and $g$ include the terms for the coupling between the matter and the radiation (neglecting any other external field), depending on $I$, and $I$ is driven by a transport equation: the so called radiative transfer integro-differential equation discussed by Chandrasekhar in [2].

Supposing that the matter is at LTE, the coupled system reads

$$
\left\{\begin{array}{l}
\partial_{t} \rho+\nabla \cdot(\rho \vec{u})=0  \tag{2}\\
\partial_{t}(\rho \vec{u})+\nabla \cdot(\rho \vec{u} \otimes \vec{u})=-\nabla \cdot \vec{\Pi}-\vec{S}_{F} \\
\partial_{t}(\rho \varepsilon)+\nabla \cdot(\rho \varepsilon \vec{u})=-\nabla \vec{q}-\vec{D}: \vec{\Pi}-S_{E} \\
\frac{1}{c} \frac{\partial}{\partial t} I(r, t, \vec{\Omega}, v)+\vec{\Omega} \cdot \nabla I(r, t, \vec{\Omega}, v)=S_{t}(r, t, \vec{\Omega}, v)
\end{array}\right.
$$

where the coupling terms are

$$
\begin{aligned}
& S_{t}(r, t, \vec{\Omega}, v)=\sigma_{a}\left(v, \vec{\Omega}, \rho, T, \frac{\vec{\Omega} \cdot \vec{u}}{c}\right)[B(v, T)-I(r, t, \vec{\Omega}, v)]+\iint \sigma_{s}\left(r, t, \rho, \vec{\Omega}^{\prime} \cdot \vec{\Omega}, v^{\prime} \rightarrow v\right) \\
& \quad \times\left\{\frac{v}{v^{\prime}} I\left(r, t, \vec{\Omega}^{\prime}, v^{\prime}\right) I(r, t, \vec{\Omega}, v)-\sigma_{s}\left(r, t, \rho, \vec{\Omega} \cdot \vec{\Omega}^{\prime}, v \rightarrow v^{\prime}\right) I(r, t, \vec{\Omega}, v) I\left(r, t, \vec{\Omega}^{\prime}, v^{\prime}\right)\right\} \mathrm{d} \Omega^{\prime} \mathrm{d} v^{\prime},
\end{aligned}
$$

the radiative energy source

$$
S_{E}(r, t):=\iint S_{t}(r, t, \vec{\Omega}, v) \mathrm{d} \Omega \mathrm{~d} v
$$

the radiative flux

$$
\vec{S}_{F}(r, t):=\frac{1}{c} \iint \vec{\Omega} S_{t}(r, t, \vec{\Omega}, v) \mathrm{d} \Omega \mathrm{~d} v
$$

In the radiative transfer equation (the last Eq. (2)) the functions $\sigma_{a}$ and $\sigma_{s}$ describe in a phenomenological way the absorption-emission and scattering properties of the photon-matter interaction, and Planck's function $B(v, \theta)$ describes the frequency-temperature black body distribution.

Let us note that the foundations for the previous system were described by Pomraning [3] and Mihalas and WeibelMihalas [4] in the full framework of special relativity (oversimplified in the previous considerations). The coupled system (2) has been investigated recently (in the inviscid case) by Lowrie, Morel and Hittinger [5], Buet and Després [6] with special attention paid to asymptotic regimes, and by Dubroca and Feugeas [7], Lin [8] and Lin, Coulombel and Goudon [9] as regards numerical aspects. As regards the existence of solutions, a proof of local-in-time existence and blow-up of solutions (in the inviscid case) has been proposed by Zhong and Jiang [10] (see also the recent papers by Jiang and Wang [11,12] for a 1D related "Euler-Boltzmann" model). Moreover, a simplified version of the system has been investigated by Golse and Perthame [13].

As the multidimensional viscous situation is far from been understood even at the formal level (however see [14] for a macroscopic treatment of radiation in the astrophysical context, and [15] for the associated mathematical treatment), we restrict the following to the monodimensional case.

In 1D the previous system reads

$$
\left\{\begin{array}{l}
\rho_{\tau}+(\rho v)_{y}=0  \tag{3}\\
(\rho v)_{\tau}+\left(\rho v^{2}\right)_{y}+p_{y}=\mu v_{y y}-\left(S_{F}\right)_{R} \\
{\left[\rho\left(e+\frac{1}{2} v^{2}\right)\right]_{\tau}+\left[\rho v\left(e+\frac{1}{2} v^{2}\right)+p v-\kappa \theta_{y}-\mu v v_{y}\right]_{y}=-\left(S_{E}\right)_{R}} \\
\frac{1}{c} I_{t}+\omega I_{y}=S
\end{array}\right.
$$

In this preliminary study we only consider an "infrarelativistic" model of a compressible Navier-Stokes system for a 1D flow coupled to a the radiative transfer equation. As in the model studied by Amosov [16], we suppose that the fluid motion is so small with respect to the velocity of light $c$ that one can drop all the $\frac{1}{c}$ factors in the previous formulation. We get then

$$
\left\{\begin{array}{l}
\rho_{\tau}+(\rho v)_{y}=0  \tag{4}\\
(\rho v)_{\tau}+\left(\rho v^{2}\right)_{y}+p_{y}=\mu v_{y y} \\
{\left[\rho\left(e+\frac{1}{2} v^{2}\right)\right]_{\tau}+\left[\rho v\left(e+\frac{1}{2} v^{2}\right)+p v-\kappa \theta_{y}-\mu v v_{y}\right]_{y}=-\left(S_{E}\right)_{R}} \\
\omega I_{y}=S
\end{array}\right.
$$

in the domain $\mathcal{O} \times \mathbb{R}_{+}$with $\mathcal{O}:=(0, L)$, where the density $\rho$, the velocity $v$, the temperature $\theta$ depend on the coordinates $(y, \tau)$. The radiative intensity $I=I(y, \tau, v, \omega)$, depends also on two extra variables: the radiation frequency $v \in \mathbb{R}_{+}$and the angular variable $\omega \in S^{1}:=[-1,1]$. The state functions are the pressure $p$, the internal energy $e$, the heat conductivity $\kappa$ and the viscosity coefficient $\mu$.

In the standard radiative transfer equation, the source term is

$$
\begin{equation*}
S(y, \tau, v, \omega):=S_{a, e}(y, \tau, v, \omega)+S_{s}(y, \tau, v, \omega) \tag{5}
\end{equation*}
$$

where the absorption-emission term is

$$
\begin{equation*}
S_{a, e}(y, \tau, v, \omega)=\sigma_{a}(v, \omega ; \rho, \theta)[B(v ; \theta)-I(y, \tau, v, \omega)] \tag{6}
\end{equation*}
$$

and the scattering term is

$$
\begin{equation*}
S_{s}(y, \tau, v, \omega)=\sigma_{s}(v ; \rho, \theta)[\tilde{I}(y, \tau, v, \theta)-I(y, \tau, v, \omega)] \tag{7}
\end{equation*}
$$

where $\tilde{I}(y, \tau, v):=\frac{1}{2} \int_{-1}^{1} I(y, \tau, v, \omega) \mathrm{d} \omega$ and $B$ is a function of temperature and frequency describing the equilibrium state. We suppose that $\sigma_{a}(\nu, \omega ; \rho, \theta)$ and $\sigma_{s}(\nu ; \rho, \theta)$ are positive functions. We also define the radiative energy

$$
\begin{equation*}
E_{R}:=\int_{-1}^{1} \int_{0}^{\infty} I(y, \tau, v, \omega) \mathrm{d} v \mathrm{~d} \omega \tag{8}
\end{equation*}
$$

the radiative flux

$$
\begin{equation*}
F_{R}:=\int_{-1}^{1} \int_{0}^{\infty} \omega I(y, \tau, v, \omega) \mathrm{d} v \mathrm{~d} \omega \tag{9}
\end{equation*}
$$

and the radiative energy source

$$
\begin{equation*}
\left(S_{E}\right)_{R}:=\int_{-1}^{1} \int_{0}^{\infty} S(y, \tau, \nu, \omega) \mathrm{d} v \mathrm{~d} \omega \tag{10}
\end{equation*}
$$

It is convenient to switch now to Lagrange (mass) coordinates relative to matter flow: $(y, \tau) \rightarrow(x, t)$. With the transformation rules [17]: $\partial_{y} \rightarrow \rho \partial_{x}$ and $\partial_{\tau}+v \partial_{y} \rightarrow \partial_{x}$, the previous system reads now

$$
\left\{\begin{array}{l}
\eta_{t}=v_{x}  \tag{11}\\
v_{t}=\sigma_{x} \\
\left(e+\frac{1}{2} v^{2}\right)_{t}=(\sigma v-q)_{x}-\eta\left(S_{E}\right)_{R} \\
\omega I_{x}=\eta S
\end{array}\right.
$$

in the transformed domain $Q:=\Omega \times \mathbf{R}^{+}$with $\Omega:=(0, M)$ ( $M$ is the total mass of matter), where the specific volume $\eta$ ( with $\eta:=\frac{1}{\rho}$ ), the velocity $v$, the temperature $\theta$ and the radiative intensity $I$ depend now on the lagrangian mass coordinates $(x, t)$. We also denote by $\sigma:=-p+\mu \frac{v_{x}}{\eta}$ the stress and by $q:=-\kappa \frac{\theta_{x}}{\eta}$ the heat flux, and the source term in the last equation is

$$
\begin{equation*}
S(x, t, v, \omega)=\sigma_{a}(v, \omega ; \eta, \theta)[B(v ; \theta)-I(x, t ; v, \omega)]+\sigma_{s}(v ; \eta, \theta)[\tilde{I}(x, t, v)-I(x, t, v, \omega)] . \tag{12}
\end{equation*}
$$

We consider Dirichlet-Neumann boundary conditions for the fluid unknowns

$$
\left\{\begin{array}{l}
\left.v\right|_{x=0}=\left.v\right|_{x=M}=0  \tag{13}\\
\left.q\right|_{x=0}=\left.q\right|_{x=M}=0
\end{array}\right.
$$

and transparent boundary conditions for the radiative intensity

$$
\begin{cases}\left.I\right|_{x=0}=0 & \text { for } \omega \in(0,1)  \tag{14}\\ \left.I\right|_{x=M}=0 & \text { for } \omega \in(-1,0)\end{cases}
$$

for $t>0$, and initial conditions

$$
\begin{equation*}
\left.\eta\right|_{t=0}=\eta^{0}(x),\left.\quad v\right|_{t=0}=v^{0}(x),\left.\quad \theta\right|_{t=0}=\theta^{0}(x), \quad \text { on } \Omega \tag{15}
\end{equation*}
$$

and

$$
\begin{equation*}
\left.I\right|_{t=0}=I(x, v, \omega) \quad \text { on } \Omega \times \mathbb{R}_{+} \times S^{1} \tag{16}
\end{equation*}
$$

Pressure and energy are related by the thermodynamical relation

$$
\begin{equation*}
e_{\eta}(\eta, \theta)=-p(\eta, \theta)+\theta p_{\theta}(\eta, \theta) \tag{17}
\end{equation*}
$$

Finally we assume that state functions $e, p$ and $\kappa$ (resp. $\sigma_{a, e}$ and $\sigma_{s}$ ) are $C^{2}$ (resp. $C^{0}$ ) functions of their arguments for $0<\eta<\infty$ and $0 \leqslant \theta<\infty$, and we suppose the following growth conditions:

$$
\left\{\begin{array}{l}
e(\eta, 0) \leqslant 0, \quad c_{1}\left(1+\theta^{r}\right) \leqslant e_{\theta}(\eta, \theta) \leqslant C_{1}\left(1+\theta^{r}\right), \\
-c_{2} \eta^{-2}\left(1+\theta^{1+r}\right) \leqslant p_{\eta}(\eta, \theta) \leqslant-C_{2} \eta^{-2}\left(1+\theta^{1+r}\right), \\
\left|p_{\theta}(\eta, \theta)\right| \leqslant C_{3} \eta^{-1}\left(1+\theta^{r}\right), \\
c_{4}\left(1+\theta^{1+r}\right) \leqslant \eta p(\eta, \theta) \leqslant C_{4}\left(1+\theta^{1+r}\right), \quad p_{\eta}\left(\eta, \theta_{0}\right) \leqslant 0, \\
0 \leqslant p(\eta, \theta) \leqslant C_{5}\left(1+\theta^{1+r}\right),  \tag{18}\\
c_{6}\left(1+\theta^{q}\right) \leqslant \kappa(\eta, \theta) \leqslant C_{6}\left(1+\theta^{q}\right), \\
\left|\kappa_{\eta}(\eta, \theta)\right|+\left|\kappa_{\eta \eta}(\eta, \theta)\right| \leqslant C_{7}\left(1+\theta^{q}\right), \\
\eta \sigma_{a}(v, \omega ; \eta, \theta) B^{m}(v ; \theta) \leqslant C_{8}|\omega| \theta^{\alpha+1} f(v, \omega) \quad \text { for } m=1,2, \\
\sigma_{a}(v, \omega ; \eta, \theta) \leqslant C_{9} g(v, \omega), \\
{\left[\left|\left(\sigma_{a}\right)_{\eta}\right|+\left|\left(\sigma_{a}\right)_{\theta}\right|\right](v, \omega ; \eta, \theta)\left[1+B(v ; \theta)+\left|B_{\theta}(v ; \theta)\right|\right] \leqslant C_{10} h(v, \omega),} \\
\sigma_{s}(v ; \eta, \theta) \leqslant C_{11} k(v, \omega),
\end{array}\right.
$$

where $r \in[0,1], q \geqslant 2 r+1,0 \leqslant \alpha<r$, the numbers $c_{j}, C_{j}, j=1, \ldots, 10$, are positive constants and the functions $f, g, h, k$ are such that

$$
f, g, h \in L^{1}\left(\mathbb{R}_{+} \times S^{1}\right) \cap L^{\infty}\left(\mathbb{R}_{+} \times S^{1}\right)
$$

and

$$
k \in L^{1+\gamma}\left(\mathbb{R}_{+} \times S^{1}\right) \cap L^{\infty}\left(\mathbb{R}_{+} \times S^{1}\right)
$$

for an arbitrary small $\gamma>0$.
We suppose also that the viscosity coefficient is a positive constant.
We study weak solutions for the above problem with properties

$$
\left\{\begin{array}{l}
\eta \in L^{\infty}\left(Q_{T}\right), \quad \eta_{t} \in L^{\infty}\left([0, T], L^{2}(\Omega)\right),  \tag{19}\\
v \in L^{\infty}\left([0, T], L^{4}(\Omega)\right), \quad v_{t} \in L^{\infty}\left([0, T], L^{2}(\Omega)\right), \quad v_{x} \in L^{\infty}\left([0, T], L^{2}(\Omega)\right), \\
\sigma_{x} \in L^{\infty}\left([0, T], L^{2}(\Omega)\right), \\
\theta \in L^{\infty}\left([0, T], L^{2}(\Omega),\right. \\
I \in L^{1}\left(\Omega \times \mathbb{R}_{+} \times S^{1}\right)
\end{array} \quad \theta_{x} \in L^{\infty}\left([0, T], L^{2}(\Omega)\right), \quad\right. \text {, }
$$

where $Q_{T}:=\Omega \times(0, T)$.
We also assume the following conditions on the data:

$$
\begin{cases}\eta^{0}>0 \quad \text { on } \Omega, & \eta^{0} \in L^{1}(\Omega),  \tag{20}\\ v_{0} \in L^{2}(\Omega), & v_{x}^{0} \in L^{2}(\Omega), \\ \theta^{0} \in L^{2}(\Omega), & \inf _{\Omega} \theta^{0} \geqslant 0\end{cases}
$$

Then our definition of a weak solution for the previous problem is the following:
Definition 1.1. We call ( $\eta, v, \theta, I$ ) a weak solution of (11) if it satisfies

$$
\begin{equation*}
\eta(x, t)=\eta^{0}(x)+\int_{0}^{t} v_{x} \mathrm{~d} s \tag{21}
\end{equation*}
$$

for a.e. $x \in \Omega$ and any $t>0$, and if, for any test function $\phi \in L^{2}\left([0, T], H^{1}(\Omega)\right)$ with $\phi_{t} \in L^{1}\left([0, T], L^{2}(\Omega)\right)$ such that $\phi(\cdot, T)=0$, one has

$$
\begin{align*}
& \int_{Q}\left[\phi_{t} v+\phi_{x} p-\frac{\mu \phi_{x}}{\eta} v_{x}\right] \mathrm{d} x \mathrm{~d} t=\int_{\Omega} \phi(0, x) v^{0}(x) \mathrm{d} x  \tag{22}\\
& \int_{Q}\left[\phi_{t}\left(e+\frac{1}{2} v^{2}\right)+\phi_{x}(\sigma v-q)+\phi \eta\left(S_{E}\right)_{R}\right] \mathrm{d} x \mathrm{~d} t=\int_{\Omega} \phi(0, x)\left(\mathrm{e}^{0}(x)+\frac{1}{2} v^{0}(x)^{2}\right) \mathrm{d} x, \tag{23}
\end{align*}
$$

and if, for any test function $\psi \in H^{1}(\Omega) \times L^{1}\left(\mathbb{R}_{+} \times S^{1}\right)$, one has

$$
\begin{equation*}
\int_{\mathbb{R}_{+} \times S^{1}}\left[\psi_{x} \omega I+\psi \eta S\right] \mathrm{d} v \mathrm{~d} \omega \mathrm{~d} x=0 \tag{24}
\end{equation*}
$$

In the following we use the following notation for the integrated radiative intensity:

$$
\ell(x, t):=\int_{0}^{\infty} \int_{S^{1}} I(x, t ; \omega, v) \mathrm{d} \omega \mathrm{~d} \nu
$$

Then our main result is the following:
Theorem 1. Suppose that the initial data satisfy (20) and that $T$ is an arbitrary positive number.
Then the problem (11), (13) and (15) possesses a global weak solution satisfying (19) together with properties (21), (22) and (23).

Moreover one has the uniqueness result.
Theorem 2. Suppose that the initial data satisfy (20) and that $T$ is an arbitrary positive number.
Then the problem (11), (13) and (15) possesses a global unique weak solution satisfying (19) together with properties (21), (22) and (23).

For that purpose, we first prove a classical existence result in the Hölder category. We denote by $C^{\alpha}(\Omega)$ the Banach space of real-valued functions on $\Omega$ which are uniformly Hölder continuous with exponent $\alpha \in \Omega$, and by $C^{\alpha, \alpha / 2}\left(Q_{T}\right)$ the Banach space of real-valued functions on $Q_{T}:=\Omega \times(0, T)$ which are uniformly Hölder continuous with exponent $\alpha$ in $x$ and $\alpha / 2$ in $t$. The norms of $C^{\alpha}(\Omega)\left(\right.$ resp. $\left.C^{\alpha, \alpha / 2}\left(Q_{T}\right)\right)$ will be denoted by $\|\cdot\|_{\alpha}$ (resp. $\left.\|\|\cdot\|\|_{\alpha}\right)$.

Theorem 3. Suppose that the initial data satisfy

$$
\left(\eta^{0}, \eta_{x}^{0}, v^{0}, v_{x}^{0}, v_{x x}^{0}, \theta^{0}, \theta_{x}^{0}, \theta_{x x}^{0}\right) \in\left(C^{\alpha}(\Omega)\right)^{8}
$$

for some $\alpha \in \Omega$. Suppose also that $\eta^{0}(x)>0, \theta^{0}(x)>0$ and $I^{0}(x)>0$ on $\Omega$, and that the compatibility conditions

$$
\theta_{x}^{0}(0)=\theta_{x}^{0}(M)=0
$$

hold. Then, there exists a unique solution $(\eta(x, t), v(x, t), \theta(x, t), \ell(x, t))$ with $\eta(x, t)>0, \ell(x, t)>0$ and $\theta(x, t)>0$ to the initial-boundary value problem (11), (13)-(16) on $Q=\Omega \times \mathbb{R}_{+}$such that for any $T>0$

$$
\left(\eta, \eta_{x}, \eta_{t}, \eta_{x t}, v, v_{x}, v_{t}, v_{x x}, \theta, \theta_{x}, \theta_{t}, \theta_{x x}, \ell, l_{x}\right) \in\left(C^{\alpha}\left(Q_{T}\right)\right)^{14}
$$

and

$$
\left(\eta_{t t}, v_{x t}, \theta_{x t}\right) \in\left(L^{2}\left(Q_{T}\right)\right)^{3}
$$

Then Theorem 1 will be obtained from Theorem 3 through a regularization process.
Let us recall that the investigation of 1D viscous flows for compressible media goes back to the pioneer work of Antontsev, Kazhikhov and Monakhov [17] (see also [18-20] for more recent presentations). The strategy that we use to prove these results consists in an adaptation to the radiative case of the ideas of Dafermos and Hsiao [21], Kawohl [22] and Jiang [23].

## 2. A priori estimates

We first suppose that the solution is classical in the following sense:

$$
\left\{\begin{array}{l}
\eta \in C^{1}\left(Q_{T}\right), \quad \rho>0  \tag{25}\\
v, \theta \in C^{1}\left([0, T], C^{0}(\Omega)\right) \cap C^{0}\left([0, T], C^{2}(\Omega)\right) \\
I \in C^{1}\left(Q_{T}, C^{0}\left(\mathbb{R}_{+} \times S^{1}\right)\right)
\end{array}\right.
$$

We first prove the following regularity result:
Theorem 4. Suppose that the initial-boundary value problem (11), (13) and (15) has a classical solution described by Theorem 3. Then the solution $\left(\eta, v, v_{x}, \theta, \theta_{x}, I\right)$ is bounded in the Hölder space $C^{1 / 3,1 / 6}\left(Q_{T}\right)$ such that

$$
\|\eta\|_{1 / 3}+\|v\|_{1 / 3}+\left\|v_{x}\right\|_{1 / 3}+\| \| \theta\left\|_{1 / 3}+\right\| \theta_{x} \|_{1 / 3} \leqslant C
$$

and

$$
\|\ell\|_{1 / 3} \leqslant C,
$$

where $C$ depends on $T$, the physical data of the problem and the initial data. Moreover

$$
0<\underline{\eta} \leqslant \eta \leqslant \bar{\eta}, \quad 0<\underline{\theta} \leqslant \theta \leqslant \bar{\theta} .
$$

Let $T$ be an arbitrary positive number, and let us denote by $C$ various positive constants which may possibly depend on $T$ and the physical constants of the problem.

Lemma 1. Under the following condition on the data:

$$
\begin{equation*}
\left\|v^{0}\right\|_{L^{2}(\Omega)}+\left\|\eta^{0}\right\|_{L^{1}(\Omega)}+\left\|\theta^{0}\right\|_{L^{1}(\Omega)} \leqslant N, \tag{26}
\end{equation*}
$$

there exists a constant $K(N)$ such that:

1. the mass conservation

$$
\begin{equation*}
\int_{\Omega} \eta \mathrm{d} x=\int_{\Omega} \eta^{0} \mathrm{~d} x \tag{27}
\end{equation*}
$$

2. the energy equality

$$
\begin{equation*}
\int_{\Omega}\left[e+\frac{1}{2} v^{2}\right] \mathrm{d} x=\int_{\Omega}\left[\mathrm{e}^{0}+\frac{1}{2}\left(v^{0}\right)^{2}\right] \mathrm{d} x \tag{28}
\end{equation*}
$$

3. the entropy inequality

$$
\begin{equation*}
\frac{1}{4} \int_{\Omega}\left(\theta+\theta^{1+r}\right) \mathrm{d} x+\int_{Q_{T}}\left(\frac{\kappa(\eta, \theta)}{\eta \theta^{2}} \theta_{x}^{2}+\frac{\mu}{\eta \theta} v_{x}^{2}\right) \mathrm{d} x \mathrm{~d} s \leqslant C \tag{29}
\end{equation*}
$$

4. the estimate

$$
\begin{equation*}
\|\eta\|_{L^{\infty}\left(0, T ; L^{1}(\Omega)\right)}+\|v\|_{L^{\infty}\left(0, T ; L^{2}(\Omega)\right)}+\|\theta\|_{L^{\infty}\left(0, T ; L^{1}(\Omega)\right)} \leqslant C \tag{30}
\end{equation*}
$$

hold.
Proof. 1. Integrating the first Eq. (11) and using boundary conditions gives (27).
2. From the radiative transfer equation, integrating over frequencies and angular momentum,

$$
\left(F_{R}\right)_{x}=\eta\left(S_{E}\right)_{R}
$$

Plugging in the third Eq. (11), we get

$$
\begin{equation*}
\left(e+\frac{1}{2} v^{2}\right)_{t}=\left(\sigma v-q-F_{R}\right)_{x} \tag{31}
\end{equation*}
$$

which gives (28) after integrating over $\Omega$ and using boundary conditions.
3. Entropy $s=s_{m}+s_{R}$ is the sum of the entropy of matter $s_{m}$ and entropy of radiation $s_{R}$. As in our simplified model $s_{R}=0$, from the second principle of thermodynamics, one has that $\theta s_{t}=e_{t}+p \eta_{t}$, with $s_{\eta}=\frac{1}{\theta}\left(e_{\eta}-p\right)$ and $s_{\theta}=\frac{e_{\theta}}{\theta}$. From the third Eq. (11), we get

$$
\begin{equation*}
e_{t}=\sigma v_{x}-q_{x}-\left(F_{R}\right)_{x} \tag{32}
\end{equation*}
$$

Using (11), one finds

$$
\begin{equation*}
(s)_{t}+\left(\frac{\kappa \theta_{x}}{\eta \theta}\right)_{x}=\frac{\mu v_{x}^{2}}{\eta \theta}+\frac{\kappa \theta_{x}^{2}}{\eta \theta^{2}}-\frac{\eta}{\theta}\left(S_{E}\right)_{R} \tag{33}
\end{equation*}
$$

We use the technique of [23] and define the free energy $\psi:=e-\theta s$ of the fluid, with $\psi_{\theta}=-s$ and $\psi_{\eta}=-p$. Let us consider the auxiliary function

$$
\mathcal{E}(\eta, \theta):=\psi(\eta, \theta)-\psi\left(1, \theta_{0}\right)-(\eta-1) \psi_{\eta}\left(1, \theta_{0}\right)-\left(\theta-\theta_{0}\right) \psi_{\theta}(\eta, \theta)
$$

A direct computation gives

$$
\begin{equation*}
\left(\varepsilon+\frac{1}{2} v^{2}\right)_{t}+\theta_{0}\left(\frac{\mu v_{x}^{2}}{\eta \theta}+\frac{\kappa \theta_{x}^{2}}{\eta \theta^{2}}\right)=(\sigma v)_{x}+p\left(1, \theta_{0}\right) v_{x}+\left[\left(1-\frac{\theta_{0}}{\theta}\right) \frac{\kappa \theta_{x}}{\eta \theta}\right]_{x}-\left(1-\frac{\theta_{0}}{\theta}\right) \eta\left(S_{E}\right)_{R} \tag{34}
\end{equation*}
$$

Using the last Eq. (11), the last factor in (34) can be rewritten as

$$
\begin{aligned}
-\left(1-\frac{\theta_{0}}{\theta}\right) \eta\left(S_{E}\right)_{R}= & -\eta\left(S_{E}\right)_{R}+\theta_{0} \frac{\eta}{\theta} \int_{0}^{\infty} \int_{S^{1}} \sigma_{a}(B-I) \mathrm{d} \omega \mathrm{~d} v-\left[\int_{0}^{\infty} \int_{S^{1}} \omega I \mathrm{~d} \omega \mathrm{~d} v\right]_{x} \\
& +\theta_{0} \frac{\eta}{\theta} \int_{0}^{\infty} \int_{S^{1}} \sigma_{a} B \mathrm{~d} \omega \mathrm{~d} v-\theta_{0} \frac{\eta}{\theta} \eta \int_{0}^{\infty} \int_{S^{1}} \sigma_{a} I \mathrm{~d} \omega \mathrm{~d} \nu
\end{aligned}
$$

The second term can be controlled by using (18):

$$
\eta \frac{\theta_{0}}{\theta} \int_{0}^{\infty} \int_{S^{1}} \sigma_{a} B_{0} \mathrm{~d} \omega \mathrm{~d} v \leqslant C\left(1+\theta^{r}\right) \leqslant C e(\eta, \theta)
$$

Plugging all of these estimates into (34), we get finally

$$
\begin{aligned}
& \left(\varepsilon+\frac{1}{2} v^{2}\right)_{t}+\theta_{0}\left(\frac{\mu v_{x}^{2}}{\eta \theta}+\frac{\kappa \theta_{x}^{2}}{\eta \theta^{2}}\right)+\frac{\eta}{\theta} \theta_{0} \int_{0}^{\infty} \int_{S^{1}} \sigma_{a} I \mathrm{~d} \omega \mathrm{~d} v \\
& \quad \leqslant\left[\sigma v+p\left(1, \theta_{0}\right) v+\left(1-\frac{\theta_{0}}{\theta}\right) \frac{\kappa \theta_{x}}{\eta \theta}\right]_{x}-\left[\int_{0}^{\infty} \int_{S^{1}} \omega I \mathrm{~d} \omega \mathrm{~d} v\right]_{x}+\operatorname{Ce}(\eta, \theta)
\end{aligned}
$$

Integrating over $Q_{t}$ and using (28) and (13), the contribution of the first boundary term is zero.
Using (14), the contribution of the radiative term reads

$$
\int_{\Omega}\left[\int_{0}^{\infty} \int_{S^{1}} \omega I \mathrm{~d} \omega \mathrm{~d} v\right]_{x} \mathrm{~d} x=\int_{0}^{\infty} \int_{0}^{1} \omega I(M, t ; v, \omega) \mathrm{d} \omega \mathrm{~d} v-\int_{0}^{\infty} \int_{-1}^{0} \omega I(0, t ; v, \omega) \mathrm{d} \omega \mathrm{~d} v \geqslant 0
$$

and finally, we obtain

$$
\begin{align*}
& \int_{\Omega} \mathcal{E} \mathrm{d} x+\theta_{0} \int_{Q_{t}}\left(\frac{\mu v_{x}^{2}}{\eta \theta}+\frac{\kappa \theta_{x}^{2}}{\eta \theta^{2}}\right) \mathrm{d} x \mathrm{~d} s+\theta_{0} \int_{Q_{t}} \frac{\eta}{\theta} \int_{0}^{\infty} \int_{S^{1}} \sigma_{a} I \mathrm{~d} \omega \mathrm{~d} v \mathrm{~d} x \mathrm{~d} s \\
& \quad+\int_{0}^{t} \int_{0}^{\infty} \int_{0}^{1} \omega I(M, t ; v, \omega) \mathrm{d} \omega \mathrm{~d} v \mathrm{~d} s-\int_{0}^{t} \int_{0}^{\infty} \int_{-1}^{0} \omega I(0, t ; v, \omega) \mathrm{d} \omega \mathrm{~d} v \mathrm{~d} s \leqslant C \tag{35}
\end{align*}
$$

Now we argue in the same way as [23] noting that, by using Taylor's formula, for any $\eta>0$

$$
\mathcal{E}(\eta, \theta)-\psi(\eta, \theta)+\psi\left(\eta, \theta_{0}\right)+\left(\theta-\theta_{0}\right) \psi_{\theta}(\eta, \theta)=\psi\left(\eta, \theta_{0}\right)-\psi\left(1, \theta_{0}\right)-(\eta-1) \psi_{\eta}\left(1, \theta_{0}\right) \geqslant 0
$$

and

$$
\psi(\eta, \theta)-\psi\left(\eta, \theta_{0}\right)-\left(\theta-\theta_{0}\right) \psi_{\theta}(\eta, \theta)=-\left(\theta-\theta_{0}\right)^{2} \int_{0}^{1}(1-\alpha) \psi_{\theta \theta}\left(\eta, \theta+\alpha\left(\theta_{0}-\theta\right)\right) \mathrm{d} \alpha
$$

Using $\psi_{\theta \theta}=\theta^{-1} e_{\theta}$ and estimates (18), we find

$$
\psi(\eta, \theta)-\psi\left(\eta, \theta_{0}\right)-\left(\theta-\theta_{0}\right) \psi_{\theta}(\eta, \theta) \geqslant \frac{1}{4} C_{1}\left(\theta+\theta^{1+r}\right)-C .
$$

So we deduce that

$$
\varepsilon(\eta, \theta) \geqslant \frac{1}{4} C_{1}\left(\theta+\theta^{1+r}\right)-C
$$

and by plugging this into (35), we conclude that (29) holds.
3. The estimate (30) follows from (28).

Using Lemma 1, we can quote verbatim all the results of [23] which only involve the first and second Eq. (11) and get first bounds for density.

Lemma 2. Under the previous condition on the data (26), there exists positive constants $\underline{\eta}$ and $\bar{\eta}$ depending on $T$ and $N$ such that

$$
\begin{equation*}
\underline{\eta} \leqslant \eta(x, t) \leqslant \bar{\eta} \quad \text { for }(t, x) \in Q_{T} . \tag{36}
\end{equation*}
$$

As we will need bounds for the radiative intensity, we give the simple result:

Lemma 3. 1. The solution of the integro-differential equation

$$
\left\{\begin{array}{l}
\omega \frac{\partial}{\partial x} I(x ; v, \omega)=\eta \sigma_{a}(v, \omega, \eta, \theta)[B(v, \theta)-I(x ; v, \omega)]+\eta \sigma_{s}(v, \eta, \theta)[\tilde{I}(x ; v)-I(x ; v, \omega)]  \tag{37}\\
\quad \text { on } \Omega \times \mathbb{R}_{+} \times S^{1}, \\
I(0 ; v, \omega)=0 \text { for } \omega \in(0,1), \\
I(M ; v, \omega)=0 \text { for } \omega \in(-1,0),
\end{array}\right.
$$

is given by the (implicit) formula

$$
I(x ; v, \omega)=\left\lvert\, \begin{align*}
& \int_{0}^{x} \mathrm{e}^{-\int_{x}^{y} \frac{\eta\left(\sigma_{a}+\sigma_{s}\right)}{\omega} \mathrm{d} z} \frac{\eta}{\omega}\left(\sigma_{a} B+\sigma_{s} \tilde{I}\right) \mathrm{d} y \quad \text { for } \omega \in(0,1)  \tag{38}\\
& -\int_{x}^{M} \mathrm{e}^{\int_{x}^{y} \frac{\eta\left(\sigma_{a}+\sigma_{s}\right)}{\omega}} \mathrm{d} z \\
& \omega \\
& \omega \\
& \left(\sigma_{a} B+\sigma_{s} \tilde{I}\right) \mathrm{d} y \quad \text { for } \omega \in(-1,0)
\end{align*}\right.
$$

for any $x \in \Omega$ and any $v \in \mathbb{R}_{+}$.
2. The following inequalities hold:

$$
\left\{\begin{array}{l}
\int_{\Omega} \int_{0}^{\infty} \int_{S^{1}}\left(\sigma_{a}+\sigma_{s}\right) I^{2} \mathrm{~d} x \mathrm{~d} \omega \leqslant C\left(1+\max _{Q_{T}} \theta^{\alpha+1}\right)  \tag{39}\\
\int_{\Omega} \int_{0}^{\infty} \int_{S^{1}} \sigma_{S}(\tilde{I}-I)^{2} \mathrm{~d} x \mathrm{~d} \omega \mathrm{~d} v \leqslant C\left(1+\max _{Q_{T}} \theta^{\alpha+1}\right)
\end{array}\right.
$$

3. The following bounds hold:

$$
\begin{equation*}
\int_{0}^{\infty} \int_{S^{1}} I(x ; v, \omega) \mathrm{d} \omega \mathrm{~d} v \leqslant C\left(1+\max _{Q_{T}} \theta^{\alpha+1}\right) \tag{40}
\end{equation*}
$$

Proof. 1. Identity (38) is straightforward after solving explicitly the ordinary differential equation and using boundary conditions.
2. Multiplying (37) by $I$, integrating over $\Omega \times S^{1}$ and using boundary conditions, we get

$$
\begin{aligned}
& \frac{1}{2} \int_{S^{1}} \omega I^{2}(M ; v, \omega) \mathrm{d} \omega-\frac{1}{2} \int_{S^{1}} \omega I^{2}(0 ; v, \omega) \mathrm{d} \omega+\int_{\Omega} \int_{S^{1}} \eta\left(\sigma_{a}+\sigma_{s}\right) I^{2} \mathrm{~d} x \mathrm{~d} \omega \\
& \quad+\int_{\Omega} \int_{S^{1}} \eta \sigma_{S}(\tilde{I}-I)^{2} \mathrm{~d} x \mathrm{~d} \omega=\int_{\Omega} \int_{S^{1}} \eta \sigma_{a} B I \mathrm{~d} x \mathrm{~d} \omega
\end{aligned}
$$

Integrating over frequency, using (18) and estimating the right-hand side by the Cauchy-Schwarz inequality, we have

$$
\begin{aligned}
& \frac{1}{2} \int_{0}^{\infty} \int_{S^{1}} \omega I^{2}(M ; v, \omega) \mathrm{d} \omega \mathrm{~d} v-\frac{1}{2} \int_{0}^{\infty} \int_{S^{1}} \omega I^{2}(0 ; v, \omega) \mathrm{d} \omega \mathrm{~d} v \\
& \quad+\int_{0}^{\infty} \int_{\Omega} \int_{S^{1}} \eta\left(\sigma_{a}+\sigma_{s}\right) I^{2} \mathrm{~d} x \mathrm{~d} \omega+\int_{0}^{\infty} \int_{\Omega} \int_{S^{1}} \eta \sigma_{s}(\tilde{I}-I)^{2} \mathrm{~d} x \mathrm{~d} \omega \mathrm{~d} v \\
& \quad \leqslant \frac{1}{2} \int_{0}^{\infty} \int_{\Omega} \int_{S^{1}} \eta\left(\sigma_{a}+\sigma_{s}\right) I^{2} \mathrm{~d} x \mathrm{~d} \omega+\frac{1}{2} \int_{0}^{\infty} \int_{\Omega} \int_{S^{1}} \eta \frac{\sigma_{a}^{2}}{\sigma_{a}+\sigma_{s}} B^{2} \mathrm{~d} x \mathrm{~d} \omega
\end{aligned}
$$

and as, using (18), the last integral is bounded by

$$
C_{8} \int_{\Omega} \theta^{\alpha+1} \int_{0}^{\infty} \int_{S^{1}} g \mathrm{~d} x \mathrm{~d} \omega \mathrm{~d} \nu
$$

we get (39).
3. From (38) we see that

$$
\int_{0}^{\infty} \int_{S^{1}} I(x ; v, \omega) \mathrm{d} \omega \mathrm{~d} v \leqslant 2 \int_{\Omega} \int_{0}^{\infty} \int_{0}^{1} \frac{\eta}{\omega} \sigma_{a} B \mathrm{~d} y \mathrm{~d} \omega \mathrm{~d} v+2 \int_{\Omega} \eta \int_{0}^{\infty} \sigma_{s} \tilde{I}\left(\int_{0}^{1} \frac{\mathrm{e}^{-\frac{\sigma_{s}}{\omega} \int_{y}^{x} \eta(z) \mathrm{d} z}}{\omega} \mathrm{~d} \omega\right) \mathrm{d} y \mathrm{~d} v
$$

After (18), the first integral in the right-hand side is bounded by $C\left(1+\theta^{\alpha+1}\right)$. In the second, we introduce the function $E_{1}(s):=\int_{c}^{\infty} \frac{\mathrm{e}^{-\tau}}{\tau} \mathrm{d} \tau$, for $s>0$ and we get

$$
\int_{\Omega} \eta \int_{0}^{\infty} \sigma_{s} \tilde{I}\left(\int_{0}^{1} \frac{\mathrm{e}^{-\frac{\sigma_{s}}{\omega} \int_{y}^{x} \eta(z) \mathrm{d} z}}{\omega} \mathrm{~d} \omega\right) \mathrm{d} y \mathrm{~d} v=\int_{\Omega} \eta \int_{0}^{\infty} \sigma_{s} E_{1}\left(\sigma_{s}\left|\int_{y}^{x} \eta \mathrm{~d} z\right|\right) \tilde{I}(y, v) \mathrm{d} y \mathrm{~d} v
$$

As $s \rightarrow E_{1}(s)$ is decreasing, we observe that

$$
E_{1}\left(\sigma_{s}\left|\int_{y}^{x} \eta \mathrm{~d} z\right|\right) \leqslant E_{1}\left(\sigma_{s}(v) \underline{\eta}|x-y|\right) .
$$

Then using the Cauchy-Schwarz inequality,

$$
\int_{\Omega} \eta \int_{0}^{\infty} \sigma_{s} \tilde{I}\left(\int_{0}^{1} \frac{\mathrm{e}^{-\frac{\sigma_{s}}{\omega}} \int_{y}^{x} \eta(z) \mathrm{d} z}{\omega} \mathrm{~d} \omega\right) \mathrm{d} y \mathrm{~d} v \leqslant C \int_{\Omega} \int_{0}^{\infty} \sigma_{s} \tilde{I}^{2} \mathrm{~d} y \mathrm{~d} v+C \int_{\Omega} \int_{0}^{\infty} \sigma_{s} E_{1}^{2}\left(\sigma_{s}(v) \underline{\eta}|x-y|\right) \mathrm{d} y \mathrm{~d} v
$$

As one knows (see [24, p. 229]) that $E_{1}(z)<\mathrm{e}^{-x} \log \left(1+\frac{1}{x}\right)$, one checks

$$
E_{1}^{2}\left(\left(\sigma_{s}(v) \underline{\eta}|x-y|\right)\right)<\log ^{2}\left(1+\sigma_{s}(v) \underline{\eta}|x-y|\right)+\log ^{2}\left(\sigma_{s}(v) \underline{\eta}|x-y|\right)
$$

and then we obtain

$$
\begin{aligned}
\int_{\Omega} \int_{0}^{\infty} \sigma_{s}(v) E_{1}^{2}\left(\sigma_{s}(v) \underline{\eta}|x-y|\right) \mathrm{d} y \mathrm{~d} v & \leqslant \int_{\Omega} \int_{0}^{\infty} \sigma_{s}\left[\log ^{2}\left(1+\sigma_{s}(v) \underline{\eta}|x-y|\right)+\log ^{2}\left(\sigma_{s}(v) \underline{\eta}|x-y|\right)\right] \mathrm{d} y \mathrm{~d} v \\
& \leqslant \int_{\Omega} \int_{0}^{\infty} \sigma_{s}\left[\log ^{2}(1+a u)+\log ^{2}(a u)\right] \mathrm{d} u \mathrm{~d} v
\end{aligned}
$$

where $a=\sigma_{s}(\nu) \eta$. An elementary computation shows that this integral is bounded by $C \int_{0}^{\infty} \sigma_{s}^{1+\gamma} \mathrm{d} v$ for any positive $\gamma$, which is bounded after (18) and finally we get

$$
\int_{0}^{\infty} \int_{S^{1}} I(x ; v, \omega) \mathrm{d} \omega \mathrm{~d} v \leqslant C\left(1+\theta^{\alpha+1}\right) .
$$

We have now the following estimates (see [23] for the proof).
Lemma 4. 1.

$$
\begin{equation*}
\int_{Q_{T}} v_{x}^{2} \mathrm{~d} x \mathrm{~d} t \leqslant C \tag{41}
\end{equation*}
$$

2. For any $\epsilon \in(0,1)$ if $r \in[0,1]$, and for $\epsilon=0$ if $r \in(0,1]$

$$
\begin{equation*}
\int_{Q_{T}} \theta^{-r} v_{x}^{2} \mathrm{~d} x \mathrm{~d} t+\int_{Q_{T}}\left(1+\theta^{q}\right) \theta^{1-r-\epsilon} \theta_{x}^{2} \mathrm{~d} x \mathrm{~d} t \leqslant C \tag{42}
\end{equation*}
$$

3. For any $\epsilon \in(0,1)$ if $r \in[0,1]$, and for $\epsilon=0$ if $r \in(0,1]$

$$
\begin{equation*}
\int_{Q_{T}} \theta^{q+3+r-\epsilon} \mathrm{d} x \mathrm{~d} t+\int_{0}^{T} \max _{\Omega} \theta^{q+2-\epsilon} \mathrm{d} t \leqslant C \tag{43}
\end{equation*}
$$

4. 

$$
\begin{equation*}
\max _{[0, T]} \int_{\Omega} \eta_{x}^{2} \mathrm{~d} x \mathrm{~d} t \leqslant C \tag{44}
\end{equation*}
$$

5. 

$$
\begin{equation*}
\int_{Q_{T}} v_{x}^{4} \mathrm{~d} x \mathrm{~d} t \leqslant C\left(1+\max _{\Omega} \theta^{2(1+r+\epsilon)}\right) \tag{45}
\end{equation*}
$$

Now we consider the two quantities

$$
Y:=\max _{[0, T]} \int_{\Omega}\left(1+\theta^{2 q}\right) \theta_{x}^{2} \mathrm{~d} x, \quad Z:=\max _{[0, T]} \int_{\Omega} v_{x x}^{2} \mathrm{~d} x
$$

It is routine to show (see [21]) that

$$
\begin{align*}
& \max _{Q_{T}} \theta \leqslant C\left(1+Y^{\frac{1}{2 q+3+r}}\right),  \tag{46}\\
& \max _{Q_{T}} \int_{\Omega} v_{x}^{2} \mathrm{~d} x \mathrm{~d} t \leqslant C\left(1+Z^{1 / 2}\right), \tag{47}
\end{align*}
$$

and

$$
\begin{equation*}
\max _{Q_{T}}\left|v_{x}\right| \leqslant C\left(1+Z^{3 / 8}\right) . \tag{48}
\end{equation*}
$$

Lemma 5. Under the previous condition on the data (26), there exists a positive constant $K$ depending on $T$ and $N$ such that

$$
\begin{equation*}
Y \leqslant K\left(1+Z^{\frac{2 q+1}{2 q+2}}+Y^{\frac{2 q+2 \alpha-r+3}{2 q+r+3}}\right) \tag{49}
\end{equation*}
$$

and

$$
\begin{equation*}
X:=\int_{Q_{T}}\left(1+\theta^{q+r}\right) \theta_{t}^{2} \mathrm{~d} x \mathrm{~d} t \leqslant K\left(1+Z^{\frac{2 q+1}{2 q+2}}+Y^{\frac{2 q+2 \alpha-r+3}{2 q+r+3}}\right) \tag{50}
\end{equation*}
$$

Proof. From (11), the equation for the internal energy reads

$$
e_{\theta} \theta_{t}+\theta p_{\theta} v_{x}-\frac{\mu}{\eta} v_{x}^{2}=\left(\frac{\kappa \theta_{x}}{\eta}\right)_{x}-\eta\left(S_{E}\right)_{R}
$$

Defining the auxiliary function $K(\eta, \theta):=\int_{0}^{\theta} \frac{\kappa(\eta, u)}{u} \mathrm{~d} u$, multiplying the previous equation by $K_{t}$ and integrating by parts, we get

$$
\begin{equation*}
\int_{\mathrm{Q}_{T}}\left(e_{\theta} \theta_{t}+\theta p_{\theta} v_{x}-\frac{\mu}{\eta} v_{x}^{2}\right) K_{t} \mathrm{~d} x \mathrm{~d} s+\int_{\mathrm{Q}_{T}}\left(\frac{\kappa \theta_{x}}{\eta}\right) K_{t x} \mathrm{~d} x \mathrm{~d} s-\int_{\mathrm{Q}_{T}} \eta\left(S_{E}\right)_{R} K_{t} \mathrm{~d} x \mathrm{~d} s=0 \tag{51}
\end{equation*}
$$

Observing that $K_{t}=K_{\eta} v_{x}+\frac{\kappa}{\eta} \theta_{t}, K_{x t}=\left(\frac{\kappa \theta_{x}}{\eta}\right)_{t}+K_{\eta \eta} v_{x} \eta_{x}+\left(\frac{\kappa}{\eta}\right)_{\eta} \eta_{x} \theta_{t}$ and that after (18) $\left|K_{\eta}\right|+\left|K_{\eta \eta}\right| \leqslant C\left(1+\theta^{q+1}\right)$, we can estimate all the contributions in (51).

After Lemma 4, the first two integrals lead to the same estimates as in [23] (see Lemma 2.8), and we have

$$
\begin{aligned}
& \int_{Q_{T}} e_{\theta} \theta_{t} K_{t} \mathrm{~d} x \mathrm{~d} s \geqslant \frac{c_{6} c_{1}}{2 \bar{\eta}} X-C Z^{3 / 4}, \\
& \left|\int_{Q_{T}}\left(\theta p_{\theta} v_{x}-\frac{\mu}{\eta} v_{x}^{2}\right) K_{\eta} v_{x} \mathrm{~d} x \mathrm{~d} s\right| \leqslant a_{1} Y+C\left(1+Z^{3 / 4}\right), \\
& \left|\int_{Q_{T}}\left(\theta p_{\theta} v_{x}-\frac{\mu}{\eta} v_{x}^{2}\right) \frac{\kappa}{\eta} \theta_{t} \mathrm{~d} x \mathrm{~d} s\right| \leqslant b_{1} X+a_{2} Y+C Z^{3 / 4}+C, \\
& \left|\int_{Q_{T}}\left(\frac{\kappa \theta_{x}}{\eta}\right)\left(\frac{\kappa \theta_{x}}{\eta}\right)_{t} \mathrm{~d} x \mathrm{~d} s\right| \geqslant \frac{c_{6}^{2}}{2 \bar{\eta}^{2}} Y-C, \\
& \left|\int_{Q_{T}}\left(\frac{\kappa \theta_{x}}{\eta}\right) K_{\eta} v_{x x} \mathrm{~d} x \mathrm{~d} s\right| \leqslant a_{3} Y+C Z^{\frac{2 q+1}{2 q+2}}+C, \\
& \left|\int_{Q_{T}}\left(\frac{\kappa \theta_{x}}{\eta}\right) K_{\eta \eta} v_{x} \eta_{x} \mathrm{~d} x \mathrm{~d} s\right| \leqslant a_{4} Y+C Z^{\frac{3}{4}}+C, \\
& \left|\int_{Q_{T}}\left(\frac{\kappa \theta_{x}}{\eta}\right)\left(\frac{\kappa}{\eta}\right)_{\eta} \eta_{x} \theta_{t} \mathrm{~d} x \mathrm{~d} s\right| \leqslant b_{2} X+a_{5} Y+C Z^{\frac{3}{4}}+C,
\end{aligned}
$$

where $a_{j}$ and $b_{j}$ are positive numbers.
Let us estimate the last term in (51).

$$
\begin{aligned}
\left|\int_{Q_{T}} \eta\left(S_{E}\right)_{R} K_{t} \mathrm{~d} x \mathrm{~d} s\right| \leqslant & \int_{Q_{T}}\left(\int_{0}^{\infty} \int_{S^{1}} \eta \sigma_{a}(B+I) \mathrm{d} v \mathrm{~d} \omega\right)\left|K_{t}\right| \mathrm{d} x \mathrm{~d} s \\
& +\int_{Q_{T}}\left(\int_{0}^{\infty} \int_{S^{1}} \eta \sigma_{s}|\tilde{I}-I| \mathrm{d} v \mathrm{~d} \omega\right)\left|K_{t}\right| \mathrm{d} x \mathrm{~d} s=: P+Q .
\end{aligned}
$$

After (18) and Lemma 3,

$$
\begin{aligned}
P & \leqslant C \int_{Q_{T}}\left|K_{t}\right|\left(1+\theta^{\alpha+1}\right) \mathrm{d} x \mathrm{~d} s \\
& \leqslant C \int_{Q_{T}}\left(1+\theta^{q+\alpha+2}\right)\left|v_{x}\right| \mathrm{d} x \mathrm{~d} s+C \int_{Q_{T}}\left(1+\theta^{q+\alpha+1}\right)\left|\theta_{t}\right| \mathrm{d} x \mathrm{~d} s=: A+B .
\end{aligned}
$$

Using Lemma 4 and the Cauchy-Schwarz inequality we have

$$
A \leqslant C+C Y^{\frac{2 q+2 \alpha-r+3}{2 q+r+3}}+C Z^{3 / 4}
$$

and

$$
B \leqslant b_{3} X+C Y^{\frac{2 q+2 \alpha-r+3}{2 q+r+3}} .
$$

Using (18), Lemmas 3, 4 and the Cauchy-Schwarz inequality we have in the same stroke

$$
\begin{aligned}
Q & \leqslant C \int_{Q_{T}} \int_{0}^{\infty} \int_{S^{1}} \eta \sigma_{s}|\tilde{I}-I|^{2} \mathrm{~d} v \mathrm{~d} \omega \mathrm{~d} x \mathrm{~d} s+\int_{Q_{T}} \int_{0}^{\infty} \int_{S^{1}} \eta \sigma_{s} K_{t}^{2} \mathrm{~d} v \mathrm{~d} \omega \mathrm{~d} x \mathrm{~d} s \\
& \leqslant C\left(1+\max _{Q_{T}} \theta^{\alpha+1}\right)+C \int_{Q_{T}} K_{t}^{2} \mathrm{~d} x \mathrm{~d} s,
\end{aligned}
$$

and the last integral is bounded by

$$
\leqslant \int_{Q_{T}}\left(1+\theta^{2(q+1)}\right) v_{x}^{2} \mathrm{~d} x \mathrm{~d} s+C \int_{Q_{T}}\left(1+\theta^{2 q}\right) \theta_{t}^{2} \mathrm{~d} x \mathrm{~d} s=: C+D .
$$

Exactly as for $P$, we get

$$
C \leqslant C+C Y^{\frac{2 q-r+1}{2 q+r+3}}+C Z^{3 / 4}
$$

and

$$
D \leqslant b_{3} X+C Y^{\frac{2 q-r+1}{2 q+r+3}}
$$

so finally

$$
\begin{aligned}
\left|\int_{Q_{T}} \eta\left(S_{E}\right)_{R} K_{t} \mathrm{~d} x \mathrm{~d} s\right| & \leqslant A+B+c Y^{\frac{\alpha+1}{2 q+r+3}}+C+D \\
& \leqslant b_{3} X+C Y^{\frac{2 q+2 \alpha-r+3}{2 q+r+3}}+C Z^{3 / 4}
\end{aligned}
$$

where $c$ is another positive constant.
Combining all the previous inequalities, choosing the numbers $a_{j}$ such that $\sum_{j=1}^{5} a_{j} \leqslant \frac{c_{6}^{2}}{4 \bar{\eta}^{2}}$ and the $b_{j}$ such that $\sum_{j=1}^{3} b_{j} \leqslant$ $\frac{c_{6} c_{1}}{4 \bar{\eta}}$, and observing that $\frac{2 q+1}{2 q+2} \geqslant \frac{3}{4}$, we get

$$
\begin{equation*}
\frac{c_{6} c_{1}}{4 \bar{\eta}} X+\frac{c_{6}^{2}}{4 \bar{\eta}^{2}} Y \leqslant C+C Z^{\frac{2 q+1}{2 q+2}}+C Y^{\frac{2 q+2 \alpha-r+3}{2 q+r+3}} \tag{52}
\end{equation*}
$$

which ends the proof.
Exactly as in [23] (see Lemma 2.9) one can prove now:

## Lemma 6.

$$
\begin{equation*}
\max _{[0, T]} \int_{\Omega} v_{t}^{2} \mathrm{~d} x+\int_{Q_{T}} v_{x t}^{2} \mathrm{~d} x \mathrm{~d} t \leqslant C\left(1+Z^{\frac{2 q+1}{2 q+2}}\right) \tag{53}
\end{equation*}
$$

Proof. Differentiating the second Eq. (11) with respect to $t$, multiplying by $v_{t}$, integrating by parts, using boundary conditions together with Lemma 4, one gets (53) (see [23] for the details).

Lemma 7. All the quantities

$$
\begin{equation*}
X, Y, \max _{Q_{T}} \theta \tag{54}
\end{equation*}
$$

are bounded.
Proof. From Lemma 5, it follows in particular that

$$
\frac{Y}{1+Z^{\frac{2 q+1}{2 q+2}}} \leqslant C+C\left(\frac{Y}{1+Z^{\frac{2 q+1}{2 q+2}}}\right)^{\frac{2 q+2 \alpha-r+3}{2 q+r+3}} \frac{1}{\left(1+Z^{\frac{2 q+1}{2 q+2}}\right)^{\frac{2(r-\alpha)}{2 q+r+3}}}
$$

and, as $r>\alpha$, we conclude that

$$
\begin{equation*}
Y \leqslant C+C Z^{\frac{2 q+1}{2 q+2}} \tag{55}
\end{equation*}
$$

Rewriting now the momentum equation as

$$
v_{x x}=\frac{\eta}{\mu}\left[v_{t}+p_{x}-\left(\frac{\mu}{\eta}\right)_{\eta} \eta_{x} v_{x}\right]
$$

we get, using Lemma 4 ,

$$
\begin{aligned}
Z & =\int_{\Omega} v_{x x}^{2} \mathrm{~d} x \\
& \leqslant C \int_{\Omega} v_{t}^{2} \mathrm{~d} x+C \int_{\Omega}\left(1+\theta^{2 r+2}\right) \eta_{x}^{2} \mathrm{~d} x+C \int_{\Omega}\left(1+\theta^{2 r}\right) \theta_{x}^{2} \mathrm{~d} x+C \int_{\Omega} \eta_{x}^{2} v_{x}^{2} \mathrm{~d} x \\
& \leqslant C+C Z^{\frac{2 q+1}{2 q+2}}+\max _{Q_{T}} \theta^{2 r+2}+C Y+C Z^{3 / 4}
\end{aligned}
$$

and taking (55), we find

$$
Z \leqslant C+C Z^{\frac{2 q+1}{2 q+2}}
$$

As $\frac{2 q+1}{2 q+2}<1$, this implies that $Z \leqslant C$, and the bounds $X, Y, \max _{Q_{T}} \theta<C$ follow.
Lemma 8. All the quantities

$$
\max _{[0, T]} \int_{\Omega} v_{x x}^{2} \mathrm{~d} x, \max _{Q_{T}}\left|v_{x}\right|, \max _{[0, T]} \int_{\Omega} v_{x}^{2} \mathrm{~d} x, \int_{Q_{T}} v_{x}^{4} \mathrm{~d} x, \max _{[0, T]} \int_{\Omega} v_{t}^{2} \mathrm{~d} x, \int_{Q_{T}} v_{x t}^{2} \mathrm{~d} x \mathrm{~d} t
$$

are bounded.
Proof. The first quantity is bounded after Lemma 7, the second one is bounded after (48), the third is bounded after (45) and the boundedness of the two last quantities follows after Lemma 6.

Lemma 9. Under the previous condition on the data there exist positive constants $\bar{\theta}$ and $\underline{\theta}$ depending on $T$ and $N$ such that

$$
\begin{equation*}
0<\underline{\theta} \leqslant \theta(x, t) \leqslant \bar{\theta} \quad \text { for }(t, x) \in Q_{T} \tag{56}
\end{equation*}
$$

Proof. Applying the maximum principle to the parabolic equation of the internal energy

$$
e_{\theta} \theta_{t}+\theta p_{\theta} v_{x}-\frac{\mu}{\eta} v_{x}^{2}=\left(\frac{\kappa \theta_{x}}{\eta}\right)_{x}-\eta\left(S_{E}\right)_{R}
$$

and observing that the terms $\theta p_{\theta} v_{x}$ and $\eta\left(S_{E}\right)_{R}$ are bounded, we get (56).

## Lemma 10.

$$
\begin{align*}
& \left\|\int_{0}^{\infty} \int_{S^{1}} I \mathrm{~d} \omega \mathrm{~d} v\right\|_{L^{\infty}\left(Q_{T}\right)} \leqslant K(N)  \tag{57}\\
& \left\|\int_{0}^{\infty} \int_{S^{1}}\left|I_{X}\right| \mathrm{d} \omega \mathrm{~d} v\right\|_{L^{\infty}\left(Q_{T}\right)} \leqslant K(N) \tag{58}
\end{align*}
$$

Proof. Estimate (57) follows after Lemmas 3 and 9.
After the last Eq. (11),

$$
\int_{0}^{\infty} \int_{S^{1}}\left|I_{x}\right| \mathrm{d} \omega \mathrm{~d} v \leqslant \int_{0}^{\infty} \int_{S^{1}}\left[\frac{\eta \sigma_{a}}{\omega} B+\frac{\eta\left(\sigma_{a}+\sigma_{s}\right)}{\omega} I+\frac{\eta \sigma_{s}}{\omega} \tilde{I}\right] \mathrm{d} \omega \mathrm{~d} \nu
$$

It is now routine, revisiting part 3 of the proof of Lemma 3, that (58) follows after (57) and (18).
Lemma 11. All the quantities

$$
\begin{equation*}
\int_{Q_{T}} \theta_{t}^{2} \mathrm{~d} x \mathrm{~d} t, \max _{[0, T]} \int_{\Omega} \theta_{x}^{2} \mathrm{~d} x, \max _{[0, T]} \int_{\Omega} \theta_{t}^{2} \mathrm{~d} x, \max _{[0, T]} \int_{\Omega} \theta_{x x}^{2} \mathrm{~d} x, \int_{Q_{T}} \theta_{x t}^{2} \mathrm{~d} x \mathrm{~d} t \tag{59}
\end{equation*}
$$

are bounded.
Proof. 1. The first two quantities are bounded after Lemma 7.
2. In order to estimate the two remaining terms, by differentiating formally the internal energy equation with respect to $t$, multiplying by $e_{\theta} \theta_{t}$ and using integration by parts on $Q_{T}$, we get

$$
\begin{aligned}
& \frac{1}{2} \int_{\Omega}\left(e_{\theta} \theta_{t}\right)^{2}(x, t) \mathrm{d} x-\frac{1}{2} \int_{\Omega}\left(e_{\theta} \theta_{t}\right)^{2}(x, 0) \mathrm{d} x+\int_{Q_{T}} p_{\theta} v_{x} e_{\theta} \theta_{t}^{2} \mathrm{~d} x \mathrm{~d} t \\
& \quad+\int_{Q_{T}} \theta p_{\theta \theta} v_{x} e_{\theta} \theta_{t}^{2} \mathrm{~d} x \mathrm{~d} t+\int_{Q_{T}} \theta p_{\theta \eta} v_{x}^{2} e_{\theta} \theta_{t} \mathrm{~d} x \mathrm{~d} t+\int_{Q_{T}} \theta p_{\theta} v_{x t} e_{\theta} \theta_{t} \mathrm{~d} x \mathrm{~d} t-\int_{Q_{T}}\left[\left(\frac{\mu}{\eta}\right)_{\eta} v_{x}^{3}+2 \frac{\mu}{\eta} v_{x} v_{x t}\right] e_{\theta} \theta_{t} \mathrm{~d} x \mathrm{~d} t \\
& =-\int_{Q_{T}} \frac{\kappa}{\eta} e_{\theta} \theta_{t x}^{2} \mathrm{~d} x \mathrm{~d} t-\int_{Q_{T}}\left[\left(\frac{\kappa}{\eta}\right)_{\eta} v_{x} \theta_{x}+\frac{\kappa_{\theta}}{\eta} \theta_{t} \theta_{x}\right]\left(e_{\theta} \theta_{t}\right)_{x} \mathrm{~d} x \mathrm{~d} t \\
& \quad-\int_{Q_{T}} \theta_{x}\left(e_{\theta \eta} \eta_{x}+e_{\theta \theta} \theta_{x}\right) \mathrm{d} x \mathrm{~d} t-\int_{Q_{T}} \eta\left[\left(S_{E}\right)_{R}\right]_{t} e_{\theta} \theta_{t} \mathrm{~d} x \mathrm{~d} t-\int_{Q_{T}} v_{x}\left(S_{E}\right)_{R} e_{\theta} \theta_{t} \mathrm{~d} x \mathrm{~d} t
\end{aligned}
$$

After [21] (see the proof of Lemma 3.6), we get

$$
\begin{equation*}
\frac{1}{2} \int_{\Omega}\left(e_{\theta} \theta_{t}\right)^{2}(x, t) \mathrm{d} x+\int_{Q_{T}} \frac{\kappa}{\eta} e_{\theta} \theta_{t x}^{2} \mathrm{~d} x \mathrm{~d} t \leqslant C-\int_{Q_{T}}\left[\left(S_{E}\right)_{R}\right]_{t} e_{\theta} \theta_{t} \mathrm{~d} x \mathrm{~d} t-\int_{Q_{T}} v_{x}\left(S_{E}\right)_{R} e_{\theta} \theta_{t} \mathrm{~d} x \mathrm{~d} t \tag{60}
\end{equation*}
$$

The first integral in the right-hand side can be decomposed as follows:

$$
\begin{aligned}
\int_{Q_{T}}\left[\left(S_{E}\right)_{R}\right]_{t} e_{\theta} \theta_{t} \mathrm{~d} x \mathrm{~d} t= & \int_{Q_{T}} e_{\theta} \theta_{t} v_{x} \int_{0}^{\infty} \int_{S^{1}} \sigma_{a} B \mathrm{~d} v \mathrm{~d} \omega \mathrm{~d} x \mathrm{~d} t+\int_{Q_{T}} e_{\theta} \theta_{t} \eta \int_{0}^{\infty} \int_{S^{1}}\left(\sigma_{a}\right)_{\eta} B \mathrm{~d} v \mathrm{~d} \omega \mathrm{~d} x \mathrm{~d} t \\
& +\int_{Q_{T}} e_{\theta} \theta_{t}^{2} \int_{0}^{\infty} \int_{S^{1}}\left(\sigma_{a}\right)_{\theta} B \mathrm{~d} v \mathrm{~d} \omega \mathrm{~d} x \mathrm{~d} t+\int_{Q_{T}} e_{\theta} \theta_{t}^{2} \int_{0}^{\infty} \int_{S^{1}} \sigma_{a} B_{\theta} \mathrm{d} v \mathrm{~d} \omega \mathrm{~d} x \mathrm{~d} t \\
& -\int_{Q_{T}} e_{\theta} \theta_{t} v_{x} \int_{0}^{\infty} \int_{S^{1}} \sigma_{a} I \mathrm{~d} v \mathrm{~d} \omega \mathrm{~d} x \mathrm{~d} t+\int_{Q_{T}} e_{\theta} \theta_{t} \eta \int_{0}^{\infty} \int_{S^{1}}\left(\sigma_{a}\right)_{\eta} I \mathrm{~d} v \mathrm{~d} \omega \mathrm{~d} x \mathrm{~d} t \\
& +\int_{Q_{T}} e_{\theta} \theta_{t}^{2} \int_{0}^{\infty} \int_{S^{1}}\left(\sigma_{a}\right)_{\theta} I \mathrm{~d} v \mathrm{~d} \omega \mathrm{~d} x \mathrm{~d} t+\int_{Q_{T}} e_{\theta} \theta_{t} \int_{0}^{\infty} \int_{S^{1}} \sigma_{a} I_{t} \mathrm{~d} v \mathrm{~d} \omega \mathrm{~d} x \mathrm{~d} t \\
= & \sum_{j=1}^{8} A_{j} .
\end{aligned}
$$

Using (18), the Cauchy-Schwarz inequality, Lemmas 8, 9 and the first part of the present lemma, one gets

$$
\left|\sum_{j=1}^{4} A_{j}\right| \leqslant C+C \int_{Q_{T}} \theta_{t}^{2} \mathrm{~d} x \mathrm{~d} t \leqslant C .
$$

After the formula (38) and the bounds (18), one has

$$
\max _{Q_{T}} \int_{0}^{\infty} \int_{S^{1}} I \mathrm{~d} \omega \mathrm{~d} v \leqslant C_{8} \max _{Q_{T}} \theta^{\alpha}\|f\|_{L^{1}\left(\mathbb{R}+\times S^{1}\right)} \leqslant C .
$$

In the same stroke, after computing the time derivative, we have also

$$
\max _{Q_{T}} \int_{0}^{\infty} \int_{S^{1}}\left|I_{t}\right| \mathrm{d} \omega \mathrm{~d} v \leqslant C
$$

which gives finally that $\left|\sum_{j=5}^{8} A_{j}\right| \leqslant C$, and then

$$
\left|\int_{Q_{T}} \eta\left[\left(S_{E}\right)_{R}\right]_{t} e_{\theta} \theta_{t} \mathrm{~d} x \mathrm{~d} t\right| \leqslant C .
$$

It is readily checked that the same kind of estimate holds for the second integral in (60) (we omit the details):

$$
\left|\int_{Q_{T}} v_{x}\left(S_{E}\right)_{R} e_{\theta} \theta_{t} \mathrm{~d} x \mathrm{~d} t\right| \leqslant C .
$$

Plugging this estimate into (60), we obtain the first two estimates (59).
3. From the internal energy equation

$$
\frac{\kappa}{\eta} \theta_{x x}=\left(\frac{\kappa-\eta \kappa_{\eta}}{\eta^{2}}\right) \eta_{x} \theta_{x}-\frac{\kappa_{\theta}}{\eta} \theta_{x}^{2}+e_{\theta} \theta_{t}+\theta p_{\theta} v_{x}-\frac{\mu}{\eta} v_{x}^{2}+\eta\left(S_{E}\right)_{R}
$$

then

$$
\left|\theta_{x x}\right| \leqslant C\left(\left|\eta_{x} \theta_{x}\right|+\theta_{x}^{2}+\left|\theta_{t}\right|+\left|v_{x}\right|+v_{x}^{2}+\left|\left(S_{E}\right)_{R}\right|\right),
$$

and one checks that all of the terms in the right-hand side are in $L^{2}(\Omega)$, which proves the last bound (59).
Proof of Theorem 4. 1. As $\max _{Q_{T}}\left|v_{x}\right|$ is bounded we have

$$
\left|\eta(x, t)-\eta\left(x, t^{\prime}\right)\right| \leqslant\left|t-t^{\prime}\right|^{1 / 2}\left(\int_{0}^{T} v_{x}^{2} \mathrm{~d} t\right)^{1 / 2} \leqslant C\left|t-t^{\prime}\right|^{1 / 2}
$$

After Lemma 4 we have also

$$
\left|\eta(x, t)-\eta\left(x^{\prime}, t\right)\right| \leqslant C\left|x-x^{\prime}\right|^{1 / 2}\left(1+\int_{\Omega} \eta_{x}^{2} \mathrm{~d} x\right) \leqslant C\left|x-x^{\prime}\right|^{1 / 2}
$$

so we find that $\eta \in C^{1 / 2,1 / 4}\left(Q_{T}\right)$.
2. After Lemma 11 we have

$$
\left|\theta(x, t)-\theta\left(x, t^{\prime}\right)\right| \leqslant\left|t-t^{\prime}\right|^{1 / 2}\left(\int_{0}^{T} \theta_{t}^{2} \mathrm{~d} t\right)^{1 / 2} \leqslant C\left|t-t^{\prime}\right|^{1 / 2}\left(\int_{0}^{T} \int_{\Omega} 2\left|\theta_{t} \theta_{x t}\right| \mathrm{d} x \mathrm{~d} t\right)^{1 / 2} \leqslant C\left|t-t^{\prime}\right|^{1 / 2}
$$

We see also that

$$
\begin{aligned}
\left|\theta(x, t)-\theta\left(x^{\prime}, t\right)\right| & \leqslant C\left|x-x^{\prime}\right|^{1 / 2}\left(T \cdot \max _{[0, T]} \int_{\Omega} \theta_{t}^{2} \mathrm{~d} x+\int_{0}^{T} \int_{\Omega} \theta_{x t}^{2} \mathrm{~d} x\right) \\
& \leqslant C\left|x-x^{\prime}\right|^{1 / 2},
\end{aligned}
$$

so we find that $\theta \in C^{1 / 2,1 / 4}\left(Q_{T}\right)$. We have also

$$
\left|\theta_{x}(x, t)-\theta_{x}\left(x^{\prime}, t\right)\right| \leqslant\left|x-x^{\prime}\right|^{1 / 2}\left(\int_{\Omega} \theta_{x x}^{2} \mathrm{~d} t\right)^{1 / 2} \leqslant\left|x-x^{\prime}\right|^{1 / 2}
$$

and we conclude, by using an interpolation argument of [25], that $\theta_{x} \in C^{1 / 3,1 / 6}\left(Q_{T}\right)$.
3. The same arguments holding verbatim for $v$ and $v_{x}$, we have that $v, v_{x} \in C^{1 / 3,1 / 6}\left(Q_{T}\right)$.
4. Let us note $\ell(x, t):=\int_{0}^{\infty} \int_{S^{1}} I(x, t ; \omega, v) \mathrm{d} \omega \mathrm{d} \nu$.

From the explicit formula giving $I$ and using (18), we have

$$
\begin{aligned}
\left|\ell(x, t)-\ell\left(x^{\prime}, t\right)\right| \leqslant \int_{x^{\prime}}^{x}\left|I_{y}\right| \mathrm{d} y & \leqslant \int_{x^{\prime}}^{x}\left[\frac{\eta \sigma_{a}}{|\omega|}|B-I|+\frac{\eta \sigma_{s}}{\omega}(\tilde{I}-I)\right] \mathrm{d} y \\
& \leqslant C\left|x-x^{\prime}\right|^{1 / 2}
\end{aligned}
$$

One also checks after an elementary computation from the explicit formula giving $I$, that $\max _{[0, T]}\left\|\ell_{t}\right\|_{L^{2}(\Omega)} \leqslant C$. It follows that

$$
\left|\ell(x, t)-\ell\left(x, t^{\prime}\right)\right| \leqslant C\left|t-t^{\prime}\right|^{1 / 2}
$$

and then $\ell \in C^{1 / 3,1 / 6}\left(Q_{T}\right)$.
From the last Eq. (11), we get also the formula

$$
\ell_{x}(x, t)=\int_{0}^{\infty} \int_{S^{1}}\left[\frac{\eta \sigma_{a}}{\omega}(B-I)+\frac{\eta \sigma_{s}}{|\omega|}|\tilde{I}-I|\right] \mathrm{d} \omega \mathrm{~d} \nu
$$

From the Hölder properties of the right-hand side, we get finally

$$
\left|\ell_{x}(x, t)-\ell_{x}\left(x^{\prime}, t\right)\right| \leqslant C\left|x-x^{\prime}\right|^{1 / 2}
$$

and

$$
\left|\ell_{x}(x, t)-\ell_{x}\left(x, t^{\prime}\right)\right| \leqslant C\left|t-t^{\prime}\right|^{1 / 2}
$$

and then $l_{x} \in C^{1 / 3,1 / 6}\left(Q_{T}\right)$, which ends the proof of Theorem 4.

## 3. Existence and uniqueness of solutions

In this section we prove the existence of a classical solution by means of the classical Leray-Schauder fixed point theorem in the same spirit as in [22,21]; then using a limiting process as in [26] we will get the existence of weak solutions.

Let us recall the Leray-Schauder fixed point theorem:
Theorem 5. Let $\mathcal{B}$ be a Banach space and suppose that $P:[0,1] \times \mathscr{B} \rightarrow \mathscr{B}$ has the following properties:
(i) For any fixed $\lambda \in[0,1]$ the map $P(\lambda,):. \mathscr{B} \rightarrow \mathscr{B}$ is completely continuous.
(ii) For every bounded subset $s \subset \mathcal{B}$ the family of maps $P(., \chi):[0,1] \rightarrow \mathscr{B}, \chi \in \&$ is uniformly equicontinuous.
(iii) There is a bounded subset $s$ of $\mathscr{B}$ such that any fixed point in $\mathscr{B}$ of $P(\lambda,),. \lambda \in[0,1]$ is contained in $s$.
(iv) $P(0,$.$) has precisely one fixed point in \mathscr{B}$.

Then, $P(1,$.$) has at least one fixed point in \mathscr{B}$.
In our case $\mathscr{B}$ will be a Banach space of functions $\eta, v, \theta \in \mathscr{B}$ on $Q_{T}$ with $\eta, v, v_{x}, \theta, \theta_{x} \in C^{1 / 3,1 / 6}\left(Q_{T}\right)$ with the norm

$$
|\|(\eta, v, \theta)\||_{\mathcal{B}}:=\|\eta\|_{1 / 3}+\|v v\|_{1 / 3}+\| \| v_{x}\left\|_{1 / 3}+\right\|\|\theta\|_{1 / 3}+\| \| \theta_{x} \|_{1 / 3}
$$

For $\lambda \in[0,1]$ we define $P(\lambda,$.$) as the map which carries \{\tilde{\eta}, \tilde{v}, \tilde{\theta}\} \in \mathscr{B}$ into $\{\eta, v, \theta\} \in \mathscr{B}$ by solving the system

$$
\left\{\begin{array}{l}
\eta_{t}=v_{x}  \tag{61}\\
v_{t}-\frac{\mu}{\tilde{\eta}} v_{x x}=-\frac{\mu}{\tilde{\eta}^{2}} \tilde{\eta}_{x} \tilde{v}_{x}-\tilde{p}_{\eta}(\tilde{\eta}, \tilde{\theta}) \eta_{x}-\tilde{p}_{\theta}(\tilde{\eta}, \tilde{\theta}) \theta_{x} \\
\tilde{e}_{\theta}(\tilde{u}, \tilde{\theta}) \theta_{t}-\frac{\tilde{\kappa}(\tilde{\eta}, \tilde{\theta})}{\tilde{\eta}} \theta_{x x}=\left(\frac{\tilde{\kappa}(\tilde{\eta}, \tilde{\theta})}{\tilde{\eta}}\right)_{\eta} \tilde{\theta}_{x} \eta_{x}+\frac{\tilde{\kappa}_{\theta}(\tilde{\eta}, \tilde{\theta})}{\tilde{\eta}} \tilde{\theta}_{x}^{2}+\frac{\mu}{\tilde{\eta}} \tilde{v}_{x}^{2}-\tilde{\theta}_{\theta}(\tilde{\eta}, \tilde{\theta}) \tilde{v}_{x}-\tilde{\eta}\left(\tilde{S}_{E}\right)_{R}
\end{array}\right.
$$

together with the boundary conditions

$$
\left\{\begin{array}{l}
\left.v\right|_{x=0, M}=0,  \tag{62}\\
\left.\theta_{x}\right|_{x=0}=0,\left.\quad \theta\right|_{x=M}=0,
\end{array}\right.
$$

for $t>0$, and initial conditions

$$
\left\{\begin{array}{l}
\eta(x, 0)=(1-\lambda)+\lambda \eta_{0}(x),  \tag{63}\\
v(x, 0)=\lambda v_{0}(x), \\
\theta(x, 0)=(1-\lambda)+\lambda \theta_{0}(x) .
\end{array}\right.
$$

We can consider the second and the third equations of (64) as parabolic type and apply the classical Schauder-Friedmann estimates

$$
\begin{aligned}
& \|v\|_{1 / 3}+\left\|v_{x}\right\|_{1 / 3} \leqslant c\left\{\|\eta\|_{1 / 3}+\|\tilde{v}\|_{1 / 3}+\left\|\tilde{\theta}_{x}\right\|_{1 / 3}\right\} \\
& \left\|\theta_{x}\right\|_{1 / 3}+\|\theta\|_{1 / 3} \leqslant c\left\{\left\|\tilde{\theta}_{x}\right\|_{1 / 3}+\left\|\tilde{v}_{x}\right\|_{1 / 3}\right\} .
\end{aligned}
$$

Moreover from the first Eq. (61), we get

$$
\|\eta\|_{1 / 3} \leqslant\left\|v_{x}\right\|_{1 / 3} .
$$

This implies that $P(\lambda,):. \mathscr{B} \rightarrow \mathscr{B}$ is well defined and continuous.
Using a priori estimates from Section 2 it follows that for any $\{\tilde{\eta}, \tilde{v}, \tilde{\theta}\}$ from any fixed bounded subset the family $P(.,\{\tilde{\eta}, \tilde{v}, \tilde{\theta}\}):[0,1] \rightarrow \mathcal{B}$ of mappings is uniformly equicontinuous.

Now, in order to verify (iii), we observe that any fixed point of $P$ will initially satisfy the original problem; therefore $\eta$ and $\theta$ cannot escape from $[\eta, \bar{\eta}],[\underline{\theta}, \bar{\theta}]$ up to time $T$. This fact follows clearly from Theorem 4 . To check (iv) we see by inspection that the unique fixed point of $P(0,$.$) is given by \eta(x, t)=1, v(x, t)=0, \theta(x, t)=1$.

All the previous facts allow us to apply Theorem 5, which implies the existence of classical solutions of (11)-(15) in $\Omega \times\left(0, t^{*}\right)$.

This ends the proof of Theorem 3.
Let us now consider the existence of a weak solution. From previous results it follows that:

- $v_{k} \rightarrow v$ in $L^{p}\left(0, t^{*} ; C^{0}(\Omega)\right)$ strongly and in $L^{p}\left(0, t^{*} ; H^{1}(\Omega)\right)$ weakly for $1<p<\infty$,
- $v_{k} \rightarrow v$ a.e. in $\Omega \times\left[0, t^{*}\right]$ and in $L^{\infty}\left(0, t^{*} ; L^{4}(\Omega)\right)$ weakly ${ }^{*}$,
- $\left(v_{k}\right)_{t} \rightarrow v_{t}$ in $L^{2}\left(0, t^{*}, L^{2}(\Omega)\right)$ weakly,
- $\theta_{k} \rightarrow \theta$ in $L^{2}\left(0, t^{*}, C^{0}(\Omega)\right)$ strongly and in $L^{2}\left(0, t^{*}, H^{1}(\Omega)\right)$ weakly,
- $\theta_{k} \rightarrow \theta$ a.e. in $\Omega \times\left[0, t^{*}\right]$ and in $L^{\infty}\left(0, t^{*} ; L^{2}(\Omega)\right)$ weakly,
- $\sigma_{k} \rightarrow A_{1}$ in $L^{2}\left(0, t^{*} ; H^{1}(\Omega)\right)$ weakly.

This implies that

$$
\eta_{k} \rightarrow \eta \quad \text { a.e. in } \Omega \times\left[0, t^{*}\right] \quad \text { and } \quad L^{s}\left(\Omega \times\left[0, t^{*}\right]\right) \text { strongly for all } s \in[1, \infty[.
$$

All this implies that

- $\frac{\kappa_{k}\left(\theta_{k}\right)_{x}}{\eta_{k}} \rightarrow A_{2}$ weakly in $L^{2}\left(0, t^{*}, H^{1}(\Omega)\right)$,
- $\frac{\mu}{\eta_{k}}\left(v_{k}\right)_{x} \rightarrow A_{3}$ in $L^{\infty}\left(0, t^{*}, L^{2}(\Omega)\right)$ weakly *,
- $\eta_{k}\left\{\left(S_{E}\right)_{R}\right\}_{k} \rightarrow A_{4}$ in $L^{2}\left(0, t^{*} ; H^{1}(\Omega)\right)$ weakly.

Then applying a technique similar to that of [26] it follows that

- $A_{1}=\sigma$ in $L^{2}\left(0, t^{*}, H^{1}(\Omega)\right)$,
- $A_{2}=\frac{\kappa \theta_{x}}{\eta}$ in $L^{2}\left(0, t^{*}, L^{2}(\Omega)\right)$,
- $A_{3}=\frac{\mu}{\eta} v_{x}$ in $L^{2}\left(0, t^{*}, H^{1}(\Omega)\right)$,
- $A_{4}=\eta\left(S_{E}\right)_{R}$ in $L^{2}\left(0, t^{*}, H^{1}(\Omega)\right)$, which ends the proof of the existence of a weak solution.

Finally we prove uniqueness of the solution.
Let $\eta_{i}, v_{i}, \theta_{i}, i=1,2$, be two solutions of (5), and let us consider the differences $E=\eta_{1}-\eta_{2}, T=\theta_{1}-\theta_{2}$ and $V=v_{1}-v_{2}$.
From the first Eq. (11) written for $\eta_{1}, w_{1}$ and $\eta_{2}, w_{2}$, subtracting, multiplying by a test function $\chi$, integrating by parts and putting $\chi=E$ we obtain

$$
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t} \int_{\Omega} E^{2} \mathrm{~d} x=\int_{\Omega} E V_{x} \mathrm{~d} x \leqslant\|E\|_{2}\left\|V_{x}\right\|_{2}
$$

Using the Cauchy-Schwarz inequality for $\varepsilon>0$,

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega} E^{2} \mathrm{~d} x \leqslant \varepsilon\left\|V_{x}\right\|_{2}^{2}+C_{\varepsilon}\|E\|_{2}^{2} \tag{64}
\end{equation*}
$$

Rewriting the second Eq. (11) for $v_{2}$ and $v_{1}$, subtracting, multiplying by a test function $\phi$, integrating by parts and putting $\phi=V$ we obtain the following:

$$
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t} \int_{\Omega} V^{2} \mathrm{~d} x+\int_{\Omega} \mu \frac{\mu_{2}}{\eta_{2}} V_{x}^{2} \mathrm{~d} x=-\sum_{i=1}^{2} \mathscr{A}_{i}
$$

with

$$
\begin{aligned}
\left|\mathcal{A}_{1}\right| & =\left|\int_{\Omega}\left(p_{2}-p_{1}\right) V_{x} \mathrm{~d} x\right| \\
& \leqslant C\left\|V_{x}\right\|_{2}\left(\|T\|_{2}+\|E\|_{2}\right) \leqslant \varepsilon\left\|V_{x}\right\|_{2}^{2}+C_{\varepsilon}\left(\|T\|_{2}^{2}+\|E\|_{2}^{2}\right)
\end{aligned}
$$

where we used the Cauchy-Schwarz inequality for $\varepsilon>0$.
In the same stroke,

$$
\left|\mathcal{A}_{2}\right|=\left|\int_{\Omega} \frac{\eta_{2}-\eta_{1}}{\eta_{2} \eta_{1}} \mu\left(v_{2}\right)_{x} V_{x} \mathrm{~d} x\right| \leqslant C\|E\|_{2}\left\|V_{x}\right\|_{2} \leqslant \varepsilon\left\|V_{x}\right\|_{2}^{2}+C_{\varepsilon}\|E\|_{2}^{2}
$$

So we get finally, taking $\varepsilon$ small enough,

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega} V^{2} \mathrm{~d} x+\int_{\Omega} V_{x}^{2} \mathrm{~d} x \leqslant C\left(\|T\|_{2}^{2}+\|E\|_{2}^{2}\right) \tag{65}
\end{equation*}
$$

Now, dividing the energy equation by $e_{\theta}$, we have

$$
\theta_{t}=-\frac{\theta p_{\theta}}{e_{\theta}} w_{x}+\frac{q_{x}}{e_{\theta}}+\frac{\mu}{\eta e_{\theta}} v_{x}^{2}-\frac{\eta}{e_{\theta}}\left(S_{E}\right)_{R}
$$

Subtracting this equation written for $\eta_{1}, v_{1}, \theta_{1}$ from the same for $\eta_{2}, v_{2}, \theta_{2}$, multiplying by a test function $\psi$, integrating by parts and putting $\psi=T$ we obtain

$$
\begin{aligned}
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t} \int_{\Omega} T^{2} \mathrm{~d} x= & -\int_{\Omega}\left[\frac{\theta_{1} p_{\theta}\left(\eta_{1}, \theta_{1}\right)}{e_{\theta}\left(\eta_{1}, \theta_{1}\right)} w_{1 x}-\frac{\theta_{2} p_{\theta}\left(\eta_{2}, \theta_{2}\right)}{e_{\theta}\left(\eta_{2}, \theta_{2}\right)} w_{2 x}\right] T \mathrm{~d} x+\int_{\Omega}\left[\frac{\kappa\left(\eta_{1}, \theta_{1}\right)}{\eta_{1} e_{\theta}\left(\eta_{1}, \theta_{1}\right)}-\frac{\kappa\left(\eta_{2}, \theta_{2}\right)}{\eta_{2} e_{\theta}\left(\eta_{2}, \theta_{2}\right)}\right] T \mathrm{~d} x \\
& +\int_{\Omega}\left[\frac{\mu v_{1}^{2}}{\eta_{1} e_{\theta}\left(\eta_{1}, \theta_{1}\right)}-\frac{\mu v_{2}^{2}}{\eta_{2} e_{\theta}\left(\eta_{2}, \theta_{2}\right)}\right] T \mathrm{~d} x \int_{\Omega}\left\{\eta_{1}\left[\left(S_{E}\right)_{R}\right]_{1}-\eta_{2}\left[\left(S_{E}\right)_{R}\right]_{2}\right\} T \mathrm{~d} x:=-\sum_{i=1}^{4} \mathscr{B}_{i}
\end{aligned}
$$

Bounding the $\mathscr{B}_{i}$, using as previously the Cauchy-Schwarz inequality for $\varepsilon>0$, we get

$$
\begin{aligned}
& \left|\mathscr{B}_{1}\right| \leqslant \varepsilon\left(\left\|V_{x}\right\|_{2}^{2}+\left\|T_{x}\right\|_{2}^{2}\right)+C_{\varepsilon}\left(\|E\|_{2}^{2}+\|T\|_{2}^{2}\right) \\
& \left|\mathscr{B}_{2}\right| \leqslant-\int_{\Omega} \frac{\kappa\left(\eta_{2}, \theta_{2}\right) r_{2}^{4}}{\eta_{2} e_{\theta}\left(\eta_{2}, \theta_{2}\right)} T_{x}^{2} \mathrm{~d} x+\varepsilon \int_{\Omega} T_{x}^{2} \mathrm{~d} x+C_{\varepsilon}\left(\|E\|_{2}^{2}+\|T\|_{2}^{2}\right), \\
& \left|\mathscr{B}_{3}\right| \leqslant \varepsilon\left\|V_{x}\right\|_{2}^{2}+C_{\varepsilon}\|E\|_{2}^{2}
\end{aligned}
$$

and

$$
\left|\mathcal{B}_{4}\right| \leqslant C\|E\|_{2}^{2}+C\|T\|_{2}^{2} .
$$

## We obtain finally

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \int_{\Omega} T^{2} \mathrm{~d} x+\int_{\Omega} T_{x}^{2} \mathrm{~d} x \leqslant \varepsilon \int_{\Omega} V_{x}^{2} \mathrm{~d} x+C\left(\|E\|_{2}^{2}+\|T\|_{2}^{2}\right) . \tag{66}
\end{equation*}
$$

Then adding inequalities (64)-(66) and choosing $\varepsilon$ small enough, we get

$$
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t} \int_{\Omega}\left(E^{2}+V^{2}+T^{2}\right) \mathrm{d} x \leqslant C\left(\|E\|_{2}^{2}+\|V\|_{2}^{2}+\|T\|_{2}^{2}\right),
$$

which clearly implies uniqueness.
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Abstract. We deal with the Laplace equation in the half space. The use of a special family of weigted Sobolev spaces as a framework is at the heart of our approach. A complete class of existence, uniqueness and regularity results is obtained for inhomogeneous Dirichlet problem.
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## 1. Introduction

The purpose of this paper is to solve the problem

$$
\left\{\begin{align*}
-\Delta u=f & \text { in } \quad \mathbb{R}_{+}^{N}  \tag{P}\\
u=g & \text { on } \quad \Gamma=\mathbb{R}^{N-1},
\end{align*}\right.
$$

with the Dirichlet boundary condition on $\Gamma$. The approach is based on the use of a special class of weighted Sobolev spaces for describing the behavior at infinity. Many authors have studied the Laplace equation in the whole space $\mathbb{R}^{N}$ or in an exterior domain. The main difference is due to the nature of the boundary and one of difficulties is to obtain the appropriate spaces of traces. However, the half-space has a useful symmetric property.

[^7]Problem (P) has been investigated in weighted Sobolev spaces by several authors, but only in the Hilbert cases $(p=2)$ and without the critical cases corresponding to the logarithmic factor (cf. [2], [4]). We can also mention the book by Simader, Sohr [5] where the Dirichlet problem for the Laplacian is investigated.

Let $\Omega$ be an open subset of $\mathbb{R}^{N}, N \geqslant 2$. Let $x=\left(x_{1}, \ldots, x_{N}\right)$ be a typical point of $\mathbb{R}^{N}$ and $r=|x|=\left(x_{1}^{2}+\ldots+x_{N}^{2}\right)^{1 / 2}$. We use two basic weights:

$$
\varrho=\left(1+r^{2}\right)^{1 / 2} \quad \text { and } \lg \varrho=\ln \left(2+r^{2}\right)
$$

As usual, $\mathcal{D}\left(\mathbb{R}^{N}\right)$ denotes the spaces of indefinitely differentiable functions with a compact support and $\mathcal{D}^{\prime}\left(\mathbb{R}^{N}\right)$ denotes its dual space, called the space of distributions. For any nonnegative integers $n$ and $m$, real numbers $p>1, \alpha$ and $\beta$, setting

$$
k=k(m, N, p, \alpha)= \begin{cases}-1 & \text { if } \quad \frac{N}{p}+\alpha \notin\{1, \ldots, m\} \\ m-\frac{N}{p}-\alpha & \text { if } \quad \frac{N}{p}+\alpha \in\{1, \ldots, m\}\end{cases}
$$

we define the following space:

$$
\begin{align*}
W_{\alpha, \beta}^{m, p}(\Omega)= & \left\{u \in \mathcal{D}^{\prime}(\Omega) ; 0 \leqslant|\lambda| \leqslant k, \varrho^{\alpha-m+|\lambda|}(\lg \varrho)^{\beta-1} D^{\lambda} u \in L^{p}(\Omega)\right. \\
& \left.k+1 \leqslant|\lambda| \leqslant m, \varrho^{\alpha-m+|\lambda|}(\lg \varrho)^{\beta} D^{\lambda} u \in L^{p}(\Omega)\right\} . \tag{1.1}
\end{align*}
$$

In case $\beta=0$, we simply denote the space by $W_{\alpha}^{m, p}(\Omega)$. Note that $W_{\alpha, \beta}^{m, p}(\Omega)$ is a reflexive Banach space equipped with its natural norm

$$
\begin{aligned}
\|u\|_{W_{\alpha, \beta}^{m, p}(\Omega)}= & {\left[\sum_{0 \leqslant|\lambda| \leqslant k}\left\|\varrho^{\alpha-m+|\lambda|}(\lg \varrho)^{\beta-1} D^{\lambda} u\right\|_{L^{p}(\Omega)}^{p}\right.} \\
& \left.+\sum_{k+1 \leqslant|\lambda| \leqslant m}\left\|\varrho^{\alpha-m+|\lambda|}(\lg \varrho)^{\beta} D^{\lambda} u\right\|_{L^{p}(\Omega)}^{p}\right]^{1 / p} .
\end{aligned}
$$

We also define the semi-norm

$$
|u|_{W_{\alpha, \beta}^{m, p}(\Omega)}=\left(\sum_{|\lambda|=m}\left\|\varrho^{\alpha}(\lg \varrho)^{\beta} D^{\lambda} u\right\|_{L^{p}(\Omega)}^{p}\right)^{1 / p}
$$

and for any integer $q$, we denote by $P_{q}$ the space of polynomials in $N$ variables of a degree smaller than or equal to $q$, with the convention that $P_{q}$ is reduced to $\{0\}$ when $q$ is negative. The weights defined in (1.1) are chosen so that the corresponding space satisfies two properties:

$$
\begin{equation*}
\mathcal{D}\left(\overline{\mathbb{R}_{+}^{N}}\right) \quad \text { is dense in } \quad W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right) \tag{1.2}
\end{equation*}
$$

and the following Poincaré-type inequality holds in $W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$.

Theorem 1.1. Let $\alpha$ and $\beta$ be two real numbers and $m \geqslant 1$ an integer not satisfying simultaneously

$$
\begin{equation*}
\frac{N}{p}+\alpha \in\{1, \ldots, m\} \quad \text { and } \quad(\beta-1) p=-1 \tag{1.3}
\end{equation*}
$$

Then the semi-norm $|\cdot|_{W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)}$ defines on $W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right) / P_{q^{\prime}}$ a norm which is equivalent to the quotient norm,

$$
\begin{equation*}
\forall u \in W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right),\|u\|_{W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right) / P_{q^{\prime}}} \leqslant c|u|_{W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)} \tag{1.4}
\end{equation*}
$$

with $q^{\prime}=\inf (q, m-1)$, where $q$ is the highest degree of the polynomials contained in $W_{\alpha}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$,

Proof. First, we construct a linear continuous extension operator such that

$$
\begin{equation*}
P: W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right) \rightarrow W_{\alpha, \beta}^{m, p}\left(\mathbb{R}^{N}\right) \tag{1.5}
\end{equation*}
$$

satisfying

$$
\begin{equation*}
\|P u\|_{W_{\alpha, \beta}^{m, p}\left(\mathbb{R}^{N}\right)} \leqslant\|u\|_{W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)} . \tag{1.6}
\end{equation*}
$$

Since

$$
\begin{equation*}
\forall u \in W_{\alpha, \beta}^{m, p}\left(\mathbb{R}^{N}\right),\|u\|_{W_{\alpha, \beta}^{m, p}\left(\mathbb{R}^{N}\right) / P_{q^{\prime}}} \leqslant c|u|_{W_{\alpha, \beta}^{m, p}\left(\mathbb{R}^{N}\right)} \tag{1.6}
\end{equation*}
$$

holds [cf. 1], it automatically implies the statement of our theorem.
Now, we define the space

$$
\stackrel{\circ}{W}_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)=\overline{\mathcal{D}\left(\mathbb{R}_{+}^{N}\right)}\|\cdot\|_{W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)} ;
$$

the dual space of $\stackrel{\circ}{W_{\alpha, \beta}^{m, p}}\left(\mathbb{R}_{+}^{N}\right)$ is denoted by $W_{-\alpha,-\beta}^{-m, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$, where $p^{\prime}$ is the conjugate of $p: \frac{1}{p}+\frac{1}{p^{\prime}}=1$.

Theorem 1.2. Under the assumptions of Theorem 1.1, the semi-norm $|\cdot|_{W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)}$ is a norm on $\stackrel{\circ}{W}_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$ such that it is equivalent to the full norm $\|\cdot\|_{W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)}$.

We recall now some properties of weighted Sobolev spaces $W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$. We have the algebraic and topological imbeddings

$$
W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right) \subset W_{\alpha-1, \beta}^{m-1, p}\left(\mathbb{R}_{+}^{N}\right) \subset \ldots \subset W_{\alpha-m, \beta}^{0, p}\left(\mathbb{R}_{+}^{N}\right)
$$

if $\frac{N}{p}+\alpha \notin\{1, \ldots, m\}$. When $\frac{N}{p}+\alpha=j \in\{1, \ldots, m\}$, then we have:

$$
W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right) \subset \ldots \subset W_{\alpha-j+1, \beta}^{m-j+1, p}\left(\mathbb{R}_{+}^{N}\right) \subset W_{\alpha-j, \beta-1}^{m-j, p}\left(\mathbb{R}_{+}^{N}\right) \subset \ldots \subset W_{\alpha-m, \beta-1}^{0, p}\left(\mathbb{R}_{+}^{N}\right)
$$

Note that in the first case, the mapping $u \rightarrow \varrho^{\gamma} u$ is an isomorphism from $W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$ onto $W_{\alpha-\gamma, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$ for any integer $m$. Moreover, in both cases and for any multi-index $\lambda \in \mathbb{N}^{N}$, the mapping

$$
u \in W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right) \rightarrow D^{\lambda} u \in W_{\alpha, \beta}^{m-|\lambda|, p}\left(\mathbb{R}_{+}^{N}\right)
$$

is continuous.
Finally, it can be readily checked that the highest degree $q$ of the polynomials contained in $W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$ is given by

$$
q=\left\{\begin{array}{l}
m-\left(\frac{N}{p}+\alpha\right)-1 \quad \text { if }\left\{\begin{array}{l}
\frac{N}{p}+\alpha \in\{1, \ldots, m\} \text { and }(\beta-1) p \geqslant-1 \\
\frac{N}{p}+\alpha \in\{j \in Z ; j \leqslant 0\} \text { and } \beta p \geqslant-1
\end{array}\right. \\
{\left[m-\left(\frac{N}{p}+\alpha\right)\right] \text { otherwise, }}
\end{array}\right.
$$

where $[s]$ denotes the integer part of $s$.
In the sequel, for any integer $q \geqslant 0$, we will use the following polynomial spaces:

- $P_{q}\left(P_{q}^{\Delta}\right)$ is the space of polynomials (respectively, harmonic polynomials) of degree $\leqslant q$,
- $P_{q}^{\prime}$ is the subspace of polynomials in $P_{q}$ depending only on the $N-1$ first variables, $x^{\prime}=\left(x_{1}, \ldots, x_{N-1}\right)$,
- $A_{q}^{\Delta}\left(N_{q}^{\Delta}\right)$ is the subspace of polynomials $P_{q}^{\Delta}$ satisfying the condition $p\left(x^{\prime}, 0\right)=0$ (respectively, $\frac{\partial p}{\partial x_{N}}\left(x^{\prime}, 0\right)=0$ ) or equivalently odd with respect to $x_{N}$ (even with respect to $x_{N}$ ), with the convention that $P_{q}, P_{q}^{\Delta}, P_{q}^{\prime}, \ldots$ are reduced to $\{0\}$ when $q$ is negative.


## 2. The spaces of traces

In order to define the traces of functions of $W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$, we introduce for any $\sigma \in] 0,1[$ the space

$$
\begin{align*}
W_{0}^{\sigma, p}\left(\mathbb{R}^{N}\right)= & \left\{u \in \mathcal{D}^{\prime}\left(\mathbb{R}^{N}\right) ; w^{-\sigma} u \in L^{p}\left(\mathbb{R}^{N}\right)\right.  \tag{2.1}\\
& \left.\int_{0}^{+\infty} t^{-1-\sigma p} \mathrm{~d} t \int_{\mathbb{R}^{N}}\left|u\left(x+t e_{i}\right)-u(x)\right|^{p} \mathrm{~d} x<\infty\right\}
\end{align*}
$$

where

$$
w= \begin{cases}\varrho & \text { if } \quad \frac{N}{p} \neq \sigma \\ \varrho(\lg \varrho)^{1 / \sigma} & \text { if } \quad \frac{N}{p}=\sigma\end{cases}
$$

and $e_{1}, \ldots, e_{N}$ is a canonical basis of $\mathbb{R}^{N}$. It is a reflexive Banach space equipped with its natural norm

$$
\|u\|_{W_{0}^{\sigma, p}\left(\mathbb{R}^{N}\right)}=\left(\left\|\frac{u}{w^{\sigma}}\right\|_{L^{p}\left(\mathbb{R}^{N}\right)}^{p}+\sum_{i=1}^{N} \int_{0}^{\infty} t^{-1-\sigma p} \mathrm{~d} t \int_{\mathbb{R}^{N}}\left|u\left(x+t e_{i}\right)-u(x)\right|^{p} \mathrm{~d} x\right)^{1 / p}
$$

which is equivalent to the norm

$$
\left(\left\|\frac{u}{w^{\sigma}}\right\|_{L^{p}\left(\mathbb{R}^{N}\right)}^{p}+\int_{\mathbb{R}^{N} \times \mathbb{R}^{N}} \frac{|u(x)-u(y)|^{p}}{|x-y|^{N+\sigma p}} \mathrm{~d} x \mathrm{~d} y\right)^{1 / p}
$$

For any $s \in \mathbb{R}^{+}$, we set

$$
\begin{equation*}
W_{0}^{s, p}\left(\mathbb{R}^{N}\right)=\left\{u \in W_{[s]-s}^{[s], p}\left(\mathbb{R}^{N}\right) ; \forall|\lambda|=[s], D^{\lambda} u \in W_{0}^{s-[s], p}\left(\mathbb{R}^{N}\right)\right\} . \tag{2.2}
\end{equation*}
$$

It is a reflexive Banach space equipped with the norm

$$
\|u\|_{W_{0}^{s, p}\left(\mathbb{R}^{N}\right)}=\|u\|_{W_{[s]-s}^{[s], p}\left(\mathbb{R}^{N}\right)}+\sum_{|\lambda|=s}\left\|D^{\lambda} u\right\|_{W_{0}^{s-[s], p}\left(\mathbb{R}^{N}\right)} .
$$

We notice that this definition and the next one coincide with the definition in the first section when $s=m$ is a nonnegative integer. For any $s \in \mathbb{R}^{+}$and $\alpha \in \mathbb{R}$, we then set

$$
\begin{equation*}
W_{\alpha}^{s, p}\left(\mathbb{R}^{N}\right)=\left\{u \in W_{[s]+\alpha-s}^{[s], p}\left(\mathbb{R}^{N}\right), \forall|\lambda|=[s], \varrho^{\alpha} D^{\lambda} u \in W_{0}^{s-[s], p}\left(\mathbb{R}^{N}\right)\right\} \tag{2.3}
\end{equation*}
$$

Finally, for any integer $m \geqslant 1$, we define the space

$$
\begin{align*}
X_{0}^{m, p}\left(\mathbb{R}_{+}^{N}\right)= & \left\{u \in \mathcal{D}^{\prime}\left(\mathbb{R}_{+}^{N}\right) ; 0 \leqslant|\lambda| \leqslant k, \varrho^{\prime|\lambda|-m}\left(\lg \varrho^{\prime}\right)^{-1} D^{\lambda} u \in L^{p}\left(\mathbb{R}_{+}^{N}\right),\right.  \tag{2.4}\\
& \left.k+1 \leqslant|\lambda| \leqslant m, \varrho^{\prime|\lambda|-m} D^{\lambda} u \in L^{p}\left(\mathbb{R}_{+}^{N}\right)\right\}
\end{align*}
$$

with $\varrho^{\prime}=\left(1+\left|x^{\prime}\right|^{2}\right)^{1 / 2}$ and $\lg \varrho^{\prime}=\ln \left(2+\left|x^{\prime}\right|^{2}\right)$. It is a reflexive Banach space. We can prove that

$$
\mathcal{D}\left(\overline{\mathbb{R}_{+}^{N}}\right) \text { is dense in } X_{0}^{m, p}\left(\mathbb{R}_{+}^{N}\right) .
$$

We observe that the functions from $X_{0}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$ and $W_{0}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$ have the same traces on $\Gamma=\mathbb{R}^{N-1}$ (see below). If $u$ is a function, we denote its traces on $\Gamma=\mathbb{R}^{N-1}$ by $x^{\prime} \in \mathbb{R}^{N-1}, \gamma_{0} u\left(x^{\prime}\right)=u\left(x^{\prime}, 0\right), \ldots, \gamma_{j} u\left(x^{\prime}\right)=\frac{\partial^{j} u}{\partial x_{N}^{j}}\left(x^{\prime}, 0\right)$.

As in [3], we can prove the following trace lemma:

Lemma 2.1. For any integer $m \geqslant 1$ and real number $\alpha$, the mapping

$$
\begin{aligned}
\gamma: \mathcal{D}\left(\overline{\mathbb{R}_{+}^{N}}\right) & \rightarrow \prod_{j=0}^{m-1} \mathcal{D}\left(\mathbb{R}^{N-1}\right) \\
u & \mapsto\left(\gamma_{0} u, \ldots, \gamma_{m-1} u\right)
\end{aligned}
$$

can be extended by continuity to a linear and continuous mapping still denoted by $\gamma$ from $W_{\alpha}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$ to $\prod_{j=0}^{m-1} W_{\alpha}^{m-j-\frac{1}{p}, p}\left(\mathbb{R}^{N-1}\right)$. Moreover, $\gamma$ is onto and

$$
\operatorname{Ker} \gamma=\stackrel{\circ}{W}_{\alpha}^{m, p}\left(\mathbb{R}_{+}^{N}\right)
$$

## 3. The Laplace equation

The aim of this section is to study the problem (P):

$$
\begin{cases}-\Delta u=f & \text { in } \quad \mathbb{R}_{+}^{N}  \tag{P}\\ u=g & \text { in } \quad \Gamma=\mathbb{R}^{N-1}\end{cases}
$$

Theorem 3.1. Let $\ell \geqslant 0$ be an integer and assume that

$$
\begin{equation*}
\frac{N}{p^{\prime}} \notin\{1, \ldots, \ell\} \tag{3.1}
\end{equation*}
$$

with the convention that this set is empty if $\ell=0$. For any $f$ in $W_{\ell}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)$ and $g$ in $W_{\ell}^{\frac{1}{p^{\prime}}, p}(\Gamma)$ satisfying the compatibility condition

$$
\begin{equation*}
\forall \varphi \in A_{\left[\ell+1-\frac{N}{p^{\prime}}\right]}^{\Delta},\langle f, \varphi\rangle_{W_{\ell}^{-1, p} \times W_{-\ell}^{1, p^{\prime}}}=\left\langle g, \frac{\partial \varphi}{\partial \gamma_{N}}\right\rangle_{\Gamma} \tag{3.2}
\end{equation*}
$$

where $\langle\cdot, \cdot\rangle_{\Gamma}$ denotes the duality between $W_{\ell}^{\frac{1}{p^{\prime}, p}}(\Gamma)$ and $W_{-\ell}^{-\frac{1}{p^{\prime}}, p^{\prime}}(\Gamma)$, problem ( P$)$ has a unique solution $u \in W_{\ell}^{1, p}\left(\mathbb{R}_{+}^{N}\right)$ and there exists a constant $C$ independent of $u, f$ and $g$ such that

$$
\begin{equation*}
\|u\|_{W_{\ell}^{1, p}\left(\mathbb{R}_{+}^{N}\right)} \leqslant C\left(\|f\|_{W_{\ell}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)}+\|g\|_{W_{\ell}^{\frac{1}{p}, p}(\Gamma)}\right) \tag{3.3}
\end{equation*}
$$

Proof. First, the kernel of the operator

$$
\left(-\Delta, \gamma_{0}\right): W_{\ell}^{1, p}\left(\mathbb{R}_{+}^{N}\right) \rightarrow W_{\ell}^{-1, p}\left(\mathbb{R}_{+}^{N}\right) \times W_{\ell}^{\frac{1}{p^{p}, p}}(\Gamma)
$$

is precisely the space $A_{\left[\ell+1-N / p^{\prime}\right]}^{\Delta}$ for any integer $\ell$ and $A_{\left[\ell+1-\frac{N}{\left.p^{\prime}\right]}\right.}^{\Delta}$ is reduced to $\{0\}$ when $\ell \geqslant 0$. Thanks to Lemma 2.1, let $u_{g} \in W_{\ell}^{1, p}\left(\mathbb{R}_{+}^{N}\right)$ be the lifting function of $g$ such that

$$
u_{g}=g \text { on } \Gamma \text { and }\left\|u_{g}\right\|_{W_{\ell}^{1, p}\left(\mathbb{R}_{+}^{N}\right)} \leqslant C_{1}\|g\|_{W_{\ell}^{\frac{1}{p, p}}(\Gamma)}
$$

Then problem (P) is equivalent to

$$
\begin{cases}-\Delta v=f+\Delta u_{g} & \text { in } \mathbb{R}_{+}^{N}  \tag{3.4}\\ v=0 & \text { on } \Gamma\end{cases}
$$

Set $h=f+\Delta u_{g}$. For any $\varphi \in W_{-\ell}^{1, p^{\prime}}\left(\mathbb{R}^{N}\right)$ set

$$
\Pi \varphi\left(x^{\prime}, x_{N}\right)=\varphi\left(x^{\prime}, x_{N}\right)-\varphi\left(x^{\prime},-x_{N}\right) \quad \text { if } \quad x_{N}>0
$$

It is clear that $\Pi \varphi \in \stackrel{\circ}{W_{-\ell}^{1, p^{\prime}}}\left(\mathbb{R}_{+}^{N}\right)$. Then $h$ can be extended to $h_{\pi} \in W_{\ell}^{-1, p}\left(\mathbb{R}^{N}\right)$ defined by

$$
\varphi \in W_{-\ell}^{1, p^{\prime}}\left(\mathbb{R}^{N}\right), h_{\pi}(\varphi)=\langle h, \sqcap \varphi\rangle_{W_{\ell}^{-1, p}\left(\mathbb{R}_{+}^{N}\right) \times W_{-\ell}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)} .
$$

Moreover,

$$
\left\|h_{\pi}\right\|_{W_{\ell}^{-1, p}\left(\mathbb{R}^{N}\right)}=\|h\|_{W_{\ell}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)} .
$$

Let $q$ be a polynomial in $P_{\left[\ell+1-N / p^{\prime}\right]}^{\Delta}$. We can write it in the form

$$
q=r+s, r \in A_{\left[\ell+1-N / p^{\prime}\right]}^{\Delta} \text { and } s \in N_{[\ell+1-N / p]}^{\Delta}
$$

Then,

$$
\left\langle h_{\pi}, q\right\rangle=\left\langle f+\Delta u_{g}, r\right\rangle_{W_{\ell}^{-1, p}\left(\mathbb{R}_{+}^{N}\right) \times W_{-\ell}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)}
$$

and applying the Green formula we get

$$
\begin{aligned}
\left\langle\Delta u_{g}, r\right\rangle & =-\int_{\mathbb{R}_{+}^{N}} \nabla u_{g} \cdot \nabla r \mathrm{~d} x \\
& =-\left\langle g, \frac{\partial r}{\partial x_{N}}\right\rangle_{W_{\ell}^{\frac{1}{p^{\prime}, p}}(\Gamma) \times W_{-}^{-}}^{-\frac{1}{p^{,}, p^{\prime}}}(\Gamma)
\end{aligned}
$$

(note that $\Delta r=0$ in $\mathbb{R}_{+}^{N}$ and $r=0$ on $\Gamma$ ). Thus, $h_{\pi} \in W_{\ell}^{-1, p}\left(\mathbb{R}^{N}\right)$ and it satisfies

$$
\forall q \in P_{\left[\ell+1-N / p^{\prime}\right]}^{\Delta},\left\langle h_{\pi}, q\right\rangle=0
$$

Recall that (cf. [1]) since (3.1) holds, the operators

$$
\Delta: W_{\ell}^{1, p}\left(\mathbb{R}^{N}\right) \rightarrow W_{\ell}^{-1, p} \perp P_{\left[\ell+1-\frac{N}{p^{\prime}}\right]}^{\Delta} \text { if } \ell \geqslant 1
$$

$\Delta: W_{0}^{1, p}\left(\mathbb{R}^{N}\right) / P_{\left[1-\frac{N}{p}\right]} \rightarrow W_{0}^{-1, p}\left(\mathbb{R}^{N}\right) \perp P_{\left[1-\frac{N}{p^{\prime}}\right]}$ if $\ell=0$
are isomorphisms. Hence, there exists $\tilde{v}$ in $W_{\ell}^{1, p}\left(\mathbb{R}^{N}\right)$ such that $-\Delta \tilde{v}=h_{\pi}$. Now we remark that the function $w=\frac{1}{2} \sqcap \tilde{v}$ belongs to $W_{\ell}^{1, p}\left(\mathbb{R}_{+}^{N}\right)$ and

$$
-\Delta w=h \quad \text { in } \quad \mathbb{R}_{+}^{N} \quad \text { and } \quad w=0 \quad \text { on } \quad \Gamma
$$

i.e. $w$ is a solution of (3.4).

Remark. The kernel $A_{[-\ell+1-N / p]}^{\Delta}$ is reduced to $\{0\}$ if $\ell \geqslant 0$ and to $P_{[1-N / p]}$ if $\ell=0$.

With similar arguments, we can prove the following theorem:
Theorem 3.2. Let $\ell \geqslant 1$ be an integer and assume that

$$
\begin{equation*}
\frac{N}{p} \notin\{1, \ldots,-\ell\} \tag{3.5}
\end{equation*}
$$

Then for any $f$ in $W_{-\ell}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)$ and $g$ in $W_{-\ell}^{\frac{1}{p^{\prime}, p}}(\Gamma)$, problem $(\mathrm{P})$ has a unique solution $u \in W_{-\ell}^{1, p}\left(\mathbb{R}_{+}^{N}\right) / A_{[\ell+1-N / p]}^{\Delta}$ and there exists a constant $C$ independent of $u, f$ and $g$ such that

$$
\inf _{q \in A_{\left[\ell+1-\frac{N}{p}\right]}^{\Delta}}\|u+q\|_{W_{-\ell}^{1, p}\left(\mathbb{R}_{+}^{N}\right)} \leqslant C\left(\|f\|_{W_{-\ell}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)}+\|g\|_{W_{-\ell}^{\frac{1}{p}, p}(\Gamma)}\right)
$$

Theorem 3.3. Let $m$ be a nonnegative integer, let $g$ belong to $W_{m}^{\frac{1}{p^{\prime}}+m, p}(\Gamma)$ and assume that

$$
\begin{equation*}
f \in W_{m}^{-1+m, p}\left(\mathbb{R}_{+}^{N}\right) \text { if } \frac{N}{p^{\prime}} \neq 1 \text { or } m=0 \tag{3.6}
\end{equation*}
$$

or

$$
\begin{equation*}
f \in W_{m}^{-1+m, p}\left(\mathbb{R}_{+}^{N}\right) \cap W_{0}^{-1, p}\left(\mathbb{R}_{+}^{N}\right) \text { if } \frac{N}{p^{\prime}}=1 \text { and } m \neq 0 \tag{3.7}
\end{equation*}
$$

Then problem $(\mathrm{P})$ has a unique solution $u \in W_{m}^{1+m, p}\left(\mathbb{R}_{+}^{N}\right)$ and $u$ satisfies

$$
\|u\|_{W_{m}^{m+1, p}\left(\mathbb{R}_{+}^{N}\right)} \leqslant C\left(\|f\|_{W_{m}^{-1+m, p}\left(\mathbb{R}_{+}^{N}\right)}+\|g\|_{W_{m}^{\frac{1}{p^{\prime}}+m, p}(\Gamma)}\right) \text { if } \frac{N}{p^{\prime}} \neq 1 \text { or } m=0
$$

and

$$
\begin{aligned}
\|u\|_{W_{m}^{m+1, p}\left(\mathbb{R}_{+}^{N}\right)} \leqslant C\left(\|f\|_{W_{0}^{1, p}\left(\mathbb{R}_{+}^{N}\right)}+\|f\|_{W_{m}^{-1+m, p}\left(\mathbb{R}_{+}^{N}\right)}+\right. & \left.\|g\|_{W_{m}^{\frac{1}{p}+m, p}(\Gamma)}\right) \\
& \text { if } \frac{N}{p^{\prime}}=1 \text { and } m \neq 0
\end{aligned}
$$

Proof. First, we observe that for any integer $m \geqslant 0$ we have the inclusion

$$
W_{m}^{-1+m, p}\left(\mathbb{R}_{+}^{N}\right) \subset W_{0}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)
$$

if $\frac{N}{p^{\prime}} \neq 1$ or $m=0$. Thus, under the assumptions (3.6) or (3.7) and thanks to Theorem 3.1, there exists a unique solution $u \in W_{0}^{1, p}\left(\mathbb{R}_{+}^{N}\right)$ of problem (P). Let us prove by induction that
(3.8) $\quad g \in W_{m}^{\frac{1}{p^{\prime}}+m, p}(\Gamma)$ and $f$ satisfies (3.6) or $(3.7) \Longrightarrow u \in W_{m}^{m+1, p}\left(\mathbb{R}_{+}^{N}\right)$.

For $m=0,(3.8)$ is valid. Assume that (3.8) is valid for $0,1, \ldots, m$ and suppose that $g \in W_{m+1}^{\frac{1}{p^{\prime}}+m+1, p}(\Gamma)$ and $f \in W_{m+1}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$ with $\frac{N}{p^{\prime}} \neq 1$ (a similar argument can be used for $f$ satisfying (3.7)). Let us prove that $u \in W_{m+1}^{m+2, p}\left(\mathbb{R}_{+}^{N}\right)$. We observe first that

$$
W_{m+1}^{m, p}\left(\mathbb{R}_{+}^{N}\right) \subset W_{m}^{m-1, p}\left(\mathbb{R}_{+}^{N}\right) \text { and } W_{m+1}^{\frac{1}{p^{\prime}+m+1, p}}(\Gamma) \subset W_{m}^{\frac{1}{p^{+}}+m, p}(\Gamma)
$$

hence $u$ belongs to $W_{m}^{m+1, p}\left(\mathbb{R}_{+}^{N}\right)$ thanks to the induction hypothesis. Now, for $i=$ $1, \ldots, N-1$,

$$
\Delta\left(\varrho \partial_{i} u\right)=\varrho \partial_{i} f+\frac{2}{\varrho} r \cdot \nabla\left(\partial_{i} u\right)+\left(\frac{2}{\varrho}+\frac{1}{\varrho^{3}}\right) \partial_{i} u
$$

Thus, $\Delta\left(\varrho \partial_{i} u\right) \in W_{m}^{m-1, p}\left(\mathbb{R}_{+}^{N}\right)$ and $\gamma_{0}\left(\varrho \partial_{i} u\right) \in W_{m}^{m+1, p}\left(\mathbb{R}^{N-1}\right)$. Applying the induction hypothesis, we can deduce that

$$
\partial_{i} u \in W_{m+1}^{m+1, p}\left(\mathbb{R}_{+}^{N}\right) \text { for } i=1, \ldots, N-1
$$

It remains to prove that $v=\partial_{N} u \in W_{m+1}^{m+1, p}\left(\mathbb{R}_{+}^{N}\right)$. This is a consequence of the fact that $v$ belongs to $W_{m}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$ and

$$
\begin{aligned}
\partial_{i} \partial_{N} u & =\partial_{N} \partial_{i} u \in W_{m+1}^{m, p}\left(\mathbb{R}_{+}^{N}\right), i=1, \ldots, N-1, \\
\partial_{N}\left(\partial_{N} u\right) & =\Delta u-\sum_{i=1}^{N-1} \partial_{i}^{2} u \in W_{m+1}^{m, p}\left(\mathbb{R}_{+}^{N}\right) .
\end{aligned}
$$

We can conlude that $u \in W_{m+1}^{m+2, p}\left(\mathbb{R}_{+}^{N}\right)$.
Corollary 3.4. Let $\ell \geqslant 1$ and $m \geqslant 1$ be two integers.
(i) Under the assumption

$$
\frac{N}{p^{\prime}} \notin\{1, \ldots, \ell+1\}
$$

for any $f \in W_{m+\ell}^{m-1, p}\left(\mathbb{R}_{+}^{N}\right)$ and $g \in W_{m+\ell}^{\frac{1}{p}+m, p}(\Gamma)$ satisfying the compatibility condition (3.2) there exists a unique solution $u \in W_{m+\ell}^{m+1, p}\left(\mathbb{R}_{+}^{N}\right)$ of $(\mathrm{P})$ and $u$ satisfies

$$
\|u\|_{W_{m+\ell}^{m+1, p}\left(\mathbb{R}_{+}^{N}\right)} \leqslant C\left(\|f\|_{W_{m+\ell}^{m-1, p}\left(\mathbb{R}_{+}^{N}\right)}+\|g\|_{W_{m+\ell}^{\frac{1}{p^{\prime}+m, p}(\Gamma)}}\right)
$$

where $C=C(m, p, \ell, N)$ is a constant independent of $u, f$ and $g$.
(ii) Under the assumption

$$
m \geqslant \ell \quad \text { or } \quad \frac{N}{p} \notin\{1, \ldots, \ell-m\}
$$

for any $f \in W_{m-\ell}^{m-1, p}\left(\mathbb{R}_{+}^{N}\right)$ and $g \in W_{m-\ell}^{\frac{1}{p^{\prime}}+m, p}(\Gamma)$ there exists a unique solution $u \in$ $W_{m-\ell}^{m+1, p}\left(\mathbb{R}_{+}^{N}\right) / A_{[1+\ell-N / p]}^{\Delta}$ of $(\mathrm{P})$ and $u$ satisfies

$$
\inf _{q \in A_{[1+\ell-N / p]}^{\Delta}}\|u+q\|_{W_{m-\ell}^{m+1, p}\left(\mathbb{R}_{+}^{N}\right)} \leqslant C\left(\|f\|_{W_{m-\ell}^{m-1, p}\left(\mathbb{R}_{+}^{N}\right)}+\|g\|_{W_{m-\ell}^{\frac{1}{p^{+}+m, p}(\Gamma)}}\right) .
$$
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#### Abstract

In this paper, we study the Stokes system in the half-space $\mathbb{R}_{+}^{N}$, with $N \geqslant 2$. We give existence and uniqueness results in weighted Sobolev spaces. After the central case of the generalized solutions, we are interested in strong solutions and symmetrically in very weak solutions by means of a duality argument. © 2007 Elsevier Inc. All rights reserved.
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## 1. Introduction

The purpose of this paper is the resolution of the Stokes system

$$
\left(S^{+}\right) \begin{cases}-\Delta \boldsymbol{u}+\nabla \boldsymbol{\pi}=\boldsymbol{f} & \text { in } \mathbb{R}_{+}^{N}, \\ \operatorname{div} \boldsymbol{u}=h & \text { in } \mathbb{R}_{+}^{N}, \\ \boldsymbol{u}=\boldsymbol{g} & \text { on } \Gamma=\mathbb{R}^{N-1},\end{cases}
$$

[^8]with data and solutions which live in weighted Sobolev spaces, expressing at the same time their regularity and their behavior at infinity. We will naturally base on the previously established results on the harmonic and biharmonic operators (see [5-8]). We will also concentrate on the basic weights because they are the most usual and they avoid the question of the kernel for this operator and symmetrically the compatibility condition for the data. In a forthcoming work, we will complete these results for the other types of weights in this class of spaces.

Among the first works on the Stokes problem in the half-space, we can cite Cattabriga. In [11], he appeals to the potential theory to explicitly get the velocity and pressure fields. For the homogeneous problem $\left(\boldsymbol{f}=\mathbf{0}\right.$ and $h=0$ ), for instance, he shows that if $\boldsymbol{g} \in \boldsymbol{L}^{p}(\Gamma)$ and the semi-norm $|\boldsymbol{g}|_{\boldsymbol{W}_{0}^{1-1 / p, p}(\Gamma)}<\infty$, then $\nabla \boldsymbol{u} \in \boldsymbol{L}^{p}\left(\mathbb{R}_{+}^{N}\right)$ and $\pi \in L^{p}\left(\mathbb{R}_{+}^{N}\right)$.

Similar results are given by Farwig and Sohr (see [12]) and Galdi (see [14]), who also have chosen the setting of homogeneous Sobolev spaces. On the other hand, Maz'ya, Plamenevskir and Stupyalis (see [18]), work within the suitable setting of weighted Sobolev spaces and consider different sorts of boundary conditions. However, their results are limited to the dimension 3 and to the Hilbertian framework in which they give generalized and strong solutions. This is also the case of Boulmezaoud (see [10]), who only gives strong solutions. Otherwise, always in dimension 3, by Fourier analysis techniques, Tanaka considers the case of very regular data, corresponding to velocities which belong to $\boldsymbol{W}_{2}^{m+3,2}\left(\mathbb{R}_{+}^{3}\right)$, with $m \geqslant 0$ (see [19]).

Let us also quote, for the evolution Stokes or Navier-Stokes problems, Fujigaki and Miyakawa (see [13]), who are interested in the behavior in $t \rightarrow+\infty$; Bochers and Miyakawa (see [9]) and Kozono (see [17]), for the $L^{N}$-decay property; Ukai (see [20]), for the $L^{p}-L^{q}$ estimates and Giga (see [15]), for the estimates in Hardy spaces.

This paper is organized as follows. Section 2 is devoted to the notations, functional setting and recalls about the Stokes system in the whole space. In Section 3, we give some results on homogeneous problems with singular boundary conditions and we complete them by Theorem 3.5 with a detailed proof, which is a model for analogous results. In Section 4, we start our study of the Stokes system in the half-space by the central case of generalized solutions which is the pivot of this work. In Section 5, we consider the strong solutions and give regularity results according to the data. In Section 6, we find very weak solutions to the homogeneous problem with singular boundary conditions. The main results of this paper are Theorem 4.2 for the generalized solutions, Theorems 5.2 and 5.6 for the strong solutions, Theorems 6.7 and 6.9 for the very weak solutions.

## 2. Notations, functional framework and known results

### 2.1. Notations

For any real number $p>1$, we always take $p^{\prime}$ to be the Hölder conjugate of $p$, i.e.

$$
\frac{1}{p}+\frac{1}{p^{\prime}}=1
$$

Let $\Omega$ be an open set of $\mathbb{R}^{N}, N \geqslant 2$. Writing a typical point $x \in \mathbb{R}^{N}$ as $x=\left(x^{\prime}, x_{N}\right)$, where $x^{\prime}=\left(x_{1}, \ldots, x_{N-1}\right) \in \mathbb{R}^{N-1}$ and $x_{N} \in \mathbb{R}$, we will especially look on the upper half-space $\mathbb{R}_{+}^{N}=$ $\left\{x \in \mathbb{R}^{N} ; x_{N}>0\right\}$. We let $\overline{\mathbb{R}_{+}^{N}}$ denote the closure of $\mathbb{R}_{+}^{N}$ in $\mathbb{R}^{N}$ and let $\Gamma=\left\{x \in \mathbb{R}^{N} ; x_{N}=0\right\} \equiv$
$\mathbb{R}^{N-1}$ denote its boundary. Let $|x|=\left(x_{1}^{2}+\cdots+x_{N}^{2}\right)^{1 / 2}$ denote the Euclidean norm of $x$, we will use two basic weights

$$
\varrho=\left(1+|x|^{2}\right)^{1 / 2} \quad \text { and } \quad \lg \varrho=\ln \left(2+|x|^{2}\right) .
$$

We denote by $\partial_{i}$ the partial derivative $\frac{\partial}{\partial x_{i}}$, similarly $\partial_{i}^{2}=\partial_{i} \circ \partial_{i}=\frac{\partial^{2}}{\partial x_{i}^{2}}, \partial_{i j}^{2}=\partial_{i} \circ \partial_{j}=\frac{\partial^{2}}{\partial x_{i} \partial x_{j}}, \ldots$. More generally, if $\lambda=\left(\lambda_{1}, \ldots, \lambda_{N}\right) \in \mathbb{N}^{N}$ is a multi-index, then

$$
\partial^{\lambda}=\partial_{1}^{\lambda_{1}} \cdots \partial_{N}^{\lambda_{N}}=\frac{\partial^{|\lambda|}}{\partial x_{1}^{\lambda_{1}} \cdots \partial x_{N}^{\lambda_{N}}}, \quad \text { where }|\lambda|=\lambda_{1}+\cdots+\lambda_{N} .
$$

In the sequel, for any integer $q$, we will use the following polynomial spaces:

- $\mathcal{P}_{q}$ is the space of polynomials of degree smaller than or equal to $q$;
$-\mathcal{P}_{q}^{\Delta}$ is the subspace of harmonic polynomials of $\mathcal{P}_{q}$;
$-\mathcal{P}_{q}^{\Delta^{2}}$ is the subspace of biharmonic polynomials of $\mathcal{P}_{q}$;
- $\mathcal{A}_{q}^{\Delta}$ is the subspace of polynomials of $\mathcal{P}_{q}^{\Delta}$, odd with respect to $x_{N}$, or equivalently, which satisfy the condition $\varphi\left(x^{\prime}, 0\right)=0$;
- $\mathcal{N}_{q}^{\Delta}$ is the subspace of polynomials of $\mathcal{P}_{q}^{\Delta}$, even with respect to $x_{N}$, or equivalently, which satisfy the condition $\partial_{N} \varphi\left(x^{\prime}, 0\right)=0$,
with the convention that these spaces are reduced to $\{0\}$ if $q<0$. For any real number $s$, we denote by $[s]$ the integer part of $s$.

Given a Banach space $B$, with dual space $B^{\prime}$ and a closed subspace $X$ of $B$, we denote by $B^{\prime} \perp X$ the subspace of $B^{\prime}$ orthogonal to $X$, i.e.

$$
B^{\prime} \perp X=\left\{f \in B^{\prime} ; \forall v \in X,\langle f, v\rangle=0\right\}=(B / X)^{\prime}
$$

Lastly, if $k \in \mathbb{Z}$, we will constantly use the notation $\{1, \ldots, k\}$ for the set of the first $k$ positive integers, with the convention that this set is empty if $k$ is nonpositive.

### 2.2. Weighted Sobolev spaces

For any nonnegative integer $m$, real numbers $p>1, \alpha$ and $\beta$, we define the following space:

$$
\begin{align*}
W_{\alpha, \beta}^{m, p}(\Omega)= & \left\{u \in \mathcal{D}^{\prime}(\Omega) ; 0 \leqslant|\lambda| \leqslant k, \varrho^{\alpha-m+|\lambda|}(\lg \varrho)^{\beta-1} \partial^{\lambda} u \in L^{p}(\Omega) ;\right. \\
& \left.k+1 \leqslant|\lambda| \leqslant m, \varrho^{\alpha-m+|\lambda|}(\lg \varrho)^{\beta} \partial^{\lambda} u \in L^{p}(\Omega)\right\}, \tag{2.1}
\end{align*}
$$

where

$$
k= \begin{cases}-1 & \text { if } \frac{N}{p}+\alpha \notin\{1, \ldots, m\} \\ m-\frac{N}{p}-\alpha & \text { if } \frac{N}{p}+\alpha \in\{1, \ldots, m\}\end{cases}
$$

Note that $W_{\alpha, \beta}^{m, p}(\Omega)$ is a reflexive Banach space equipped with its natural norm

$$
\begin{aligned}
\|u\|_{W_{\alpha, \beta}^{m, p}(\Omega)}= & \left(\sum_{0 \leqslant|\lambda| \leqslant k}\left\|\varrho^{\alpha-m+|\lambda|}(\lg \varrho)^{\beta-1} \partial^{\lambda} u\right\|_{L^{p}(\Omega)}^{p}\right. \\
& \left.+\sum_{k+1 \leqslant|\lambda| \leqslant m}\left\|\varrho^{\alpha-m+|\lambda|}(\lg \varrho)^{\beta} \partial^{\lambda} u\right\|_{L^{p}(\Omega)}^{p}\right)^{1 / p} .
\end{aligned}
$$

We also define the semi-norm

$$
|u|_{W_{\alpha, \beta}^{m, p}(\Omega)}=\left(\sum_{|\lambda|=m}\left\|\varrho^{\alpha}(\lg \varrho)^{\beta} \partial^{\lambda} u\right\|_{L^{p}(\Omega)}^{p}\right)^{1 / p}
$$

The weights in the definition (2.1) are chosen so that the corresponding space satisfies two fundamental properties. On the one hand, $\mathcal{D}\left(\overline{\mathbb{R}_{+}^{N}}\right)$ is dense in $W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$. On the other hand, the following Poincaré-type inequality holds in $W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$ (see [5, Theorem 1.1]): if

$$
\begin{equation*}
\frac{N}{p}+\alpha \notin\{1, \ldots, m\} \quad \text { or } \quad(\beta-1) p \neq-1 \tag{2.2}
\end{equation*}
$$

then the semi-norm $|\cdot|_{W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)}$ defines on $W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right) / \mathcal{P}_{q^{*}}$ a norm which is equivalent to the quotient norm,

$$
\begin{equation*}
\forall u \in W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right), \quad\|u\|_{W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right) / \mathcal{P}_{q^{*}}} \leqslant C|u|_{W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)} \tag{2.3}
\end{equation*}
$$

with $q^{*}=\inf (q, m-1)$, where $q$ is the highest degree of the polynomials contained in $W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$. Now, we define the space

$$
\stackrel{\circ}{W}_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)={\overline{\mathcal{D}\left(\mathbb{R}_{+}^{N}\right)}}^{\|\cdot\|_{W_{\alpha, \beta}^{m, p}}^{\left(\mathbb{R}_{+}^{N}\right)}} ;
$$

which will be characterized in Lemma 2.2 as the subspace of functions with null traces in $W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$. From that, we can introduce the space $W_{-\alpha,-\beta}^{-m, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$ as the dual space of $\dot{W}_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$. In addition, under the assumption (2.2), |•| $\left.\right|_{W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)}$ is a norm on $\stackrel{\circ}{W}_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$ which is equivalent to the full norm $\|\cdot\|_{W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)}$. We will now recall some properties of the weighted Sobolev spaces $W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$. We have the algebraic and topological imbeddings:

$$
W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right) \hookrightarrow W_{\alpha-1, \beta}^{m-1, p}\left(\mathbb{R}_{+}^{N}\right) \hookrightarrow \cdots \hookrightarrow W_{\alpha-m, \beta}^{0, p}\left(\mathbb{R}_{+}^{N}\right) \quad \text { if } \frac{N}{p}+\alpha \notin\{1, \ldots, m\} .
$$

When $\frac{N}{p}+\alpha=j \in\{1, \ldots, m\}$, then we have

$$
W_{\alpha, \beta}^{m, p} \hookrightarrow \cdots \hookrightarrow W_{\alpha-j+1, \beta}^{m-j+1, p} \hookrightarrow W_{\alpha-j, \beta-1}^{m-j, p} \hookrightarrow \cdots \hookrightarrow W_{\alpha-m, \beta-1}^{0, p} .
$$

Note that in the first case, for any $\gamma \in \mathbb{R}$ such that $\frac{N}{p}+\alpha-\gamma \notin\{1, \ldots, m\}$ and $m \in \mathbb{N}$, the mapping

$$
u \in W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right) \longmapsto \varrho^{\gamma} u \in W_{\alpha-\gamma, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)
$$

is an isomorphism. In both cases and for any multi-index $\lambda \in \mathbb{N}^{N}$, the mapping

$$
u \in W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right) \longmapsto \partial^{\lambda} u \in W_{\alpha, \beta}^{m-|\lambda|, p}\left(\mathbb{R}_{+}^{N}\right)
$$

is continuous. Finally, it can be readily checked that the highest degree $q$ of the polynomials contained in $W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$ is given by

$$
q= \begin{cases}m-\left(\frac{N}{p}+\alpha\right)-1, & \text { if } \begin{cases}\frac{N}{p}+\alpha \in\{1, \ldots, m\} \text { and }(\beta-1) p \geqslant-1, & \text { or } \\ \frac{N}{p}+\alpha \in\{j \in \mathbb{Z} ; j \leqslant 0\} \text { and } \beta p \geqslant-1,\end{cases}  \tag{2.4}\\ {\left[m-\left(\frac{N}{p}+\alpha\right)\right],} & \text { otherwise. }\end{cases}
$$

Remark 2.1. In the case $\beta=0$, we simply denote the space $W_{\alpha, 0}^{m, p}(\Omega)$ by $W_{\alpha}^{m, p}(\Omega)$. In [16], Hanouzet introduced a class of weighted Sobolev spaces without logarithmic factors, with the same notation. We recall his definition under the notation $H_{\alpha}^{m, p}(\Omega)$ :

$$
H_{\alpha}^{m, p}(\Omega)=\left\{u \in \mathcal{D}^{\prime}(\Omega) ; 0 \leqslant|\lambda| \leqslant m, \varrho^{\alpha-m+|\lambda|} \partial^{\lambda} u \in L^{p}(\Omega)\right\} .
$$

It is clear that if $\frac{N}{p}+\alpha \notin\{1, \ldots, m\}$, we have $W_{\alpha}^{m, p}(\Omega)=H_{\alpha}^{m, p}(\Omega)$. The fundamental difference between these two families of spaces is that the assumption (2.2) and thus the Poincarétype inequality (2.3), hold for any value of $(N, p, \alpha)$ in $W_{\alpha}^{m, p}(\Omega)$, but not in $H_{\alpha}^{m, p}(\Omega)$ if $\frac{N}{p}+\alpha \in\{1, \ldots, m\}$.

### 2.3. The spaces of traces

In order to define the traces of functions of $W_{\alpha}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$ (here we do not consider the case $\beta \neq 0$ ), for any $\sigma \in] 0,1[$, we introduce the space

$$
\begin{equation*}
W_{0}^{\sigma, p}\left(\mathbb{R}^{N}\right)=\left\{u \in \mathcal{D}^{\prime}\left(\mathbb{R}^{N}\right) ; w^{-\sigma} u \in L^{p}\left(\mathbb{R}^{N}\right) \text { and } \int_{\mathbb{R}^{N} \times \mathbb{R}^{N}} \frac{|u(x)-u(y)|^{p}}{|x-y|^{N+\sigma p}} \mathrm{~d} x \mathrm{~d} y<\infty\right\} \tag{2.5}
\end{equation*}
$$

where $w=\varrho$ if $N / p \neq \sigma$ and $w=\varrho(\lg \varrho)^{1 / \sigma}$ if $N / p=\sigma$. It is a reflexive Banach space equipped with its natural norm

$$
\|u\|_{W_{0}^{\sigma, p}\left(\mathbb{R}^{N}\right)}=\left(\left\|\frac{u}{w^{\sigma}}\right\|_{L^{p}\left(\mathbb{R}^{N}\right)}^{p}+\int_{\mathbb{R}^{N} \times \mathbb{R}^{N}} \frac{|u(x)-u(y)|^{p}}{|x-y|^{N+\sigma p}} \mathrm{~d} x \mathrm{~d} y\right)^{1 / p} .
$$

Similarly, for any real number $\alpha \in \mathbb{R}$, we define the space

$$
\begin{aligned}
W_{\alpha}^{\sigma, p}\left(\mathbb{R}^{N}\right)= & \left\{u \in \mathcal{D}^{\prime}\left(\mathbb{R}^{N}\right) ; w^{\alpha-\sigma} u \in L^{p}\left(\mathbb{R}^{N}\right)\right. \\
& \left.\int_{\mathbb{R}^{N} \times \mathbb{R}^{N}} \frac{\left|\varrho^{\alpha}(x) u(x)-\varrho^{\alpha}(y) u(y)\right|^{p}}{|x-y|^{N+\sigma p}} \mathrm{~d} x \mathrm{~d} y<\infty\right\}
\end{aligned}
$$

where $w=\varrho$ if $N / p+\alpha \neq \sigma$ and $w=\varrho(\lg \varrho)^{1 /(\sigma-\alpha)}$ if $N / p+\alpha=\sigma$. For any $s \in \mathbb{R}^{+}$, we set

$$
\begin{aligned}
W_{\alpha}^{s, p}\left(\mathbb{R}^{N}\right)= & \left\{u \in \mathcal{D}^{\prime}\left(\mathbb{R}^{N}\right) ; 0 \leqslant|\lambda| \leqslant k, \varrho^{\alpha-s+|\lambda|}(\lg \varrho)^{-1} \partial^{\lambda} u \in L^{p}\left(\mathbb{R}^{N}\right) ;\right. \\
& \left.k+1 \leqslant|\lambda| \leqslant[s]-1, \varrho^{\alpha-s+|\lambda|} \partial^{\lambda} u \in L^{p}\left(\mathbb{R}^{N}\right) ;|\lambda|=[s], \partial^{\lambda} u \in W_{\alpha}^{\sigma, p}\left(\mathbb{R}^{N}\right)\right\},
\end{aligned}
$$

where $k=s-N / p-\alpha$ if $N / p+\alpha \in\{\sigma, \ldots, \sigma+[s]\}$, with $\sigma=s-[s]$ and $k=-1$ otherwise. It is a reflexive Banach space equipped with the norm

$$
\begin{aligned}
\|u\|_{W_{\alpha}^{s, p}\left(\mathbb{R}^{N}\right)}= & \left(\sum_{0 \leqslant|\lambda| \leqslant k}\left\|\varrho^{\alpha-s+|\lambda|}(\lg \varrho)^{-1} \partial^{\lambda} u\right\|_{L^{p}\left(\mathbb{R}^{N}\right)}^{p}\right. \\
& \left.+\sum_{k+1 \leqslant|\lambda| \leqslant[s]-1}\left\|\varrho^{\alpha-s+|\lambda|} \partial^{\lambda} u\right\|_{L^{p}\left(\mathbb{R}^{N}\right)}^{p}\right)^{1 / p} \\
& +\sum_{|\lambda|=[s]}\left\|\partial^{\lambda} u\right\|_{W_{\alpha}^{\sigma, p}\left(\mathbb{R}^{N}\right)}
\end{aligned}
$$

We can similarly define, for any real number $\beta$, the space

$$
W_{\alpha, \beta}^{s, p}\left(\mathbb{R}^{N}\right)=\left\{v \in \mathcal{D}^{\prime}\left(\mathbb{R}^{N}\right) ;(\lg \varrho)^{\beta} v \in W_{\alpha}^{s, p}\left(\mathbb{R}^{N}\right)\right\} .
$$

We can prove some properties of the weighted Sobolev spaces $W_{\alpha, \beta}^{s, p}\left(\mathbb{R}^{N}\right)$. We have the algebraic and topological imbeddings in the case where $N / p+\alpha \notin\{\sigma, \ldots, \sigma+[s]-1\}$ :

$$
\begin{gathered}
W_{\alpha, \beta}^{s, p}\left(\mathbb{R}^{N}\right) \hookrightarrow W_{\alpha-1, \beta}^{s-1, p}\left(\mathbb{R}^{N}\right) \hookrightarrow \cdots \hookrightarrow W_{\alpha-[s], \beta}^{\sigma, p}\left(\mathbb{R}^{N}\right), \\
W_{\alpha, \beta}^{s, p}\left(\mathbb{R}^{N}\right) \hookrightarrow W_{\alpha+[s]-s, \beta}^{[s], p}\left(\mathbb{R}^{N}\right) \hookrightarrow \cdots \hookrightarrow W_{\alpha-s, \beta}^{0, p}\left(\mathbb{R}^{N}\right) .
\end{gathered}
$$

When $N / p+\alpha=j \in\{\sigma, \ldots, \sigma+[s]-1\}$, then we have

$$
\begin{gathered}
W_{\alpha, \beta}^{s, p} \hookrightarrow \cdots \hookrightarrow W_{\alpha-j+1, \beta}^{s-j+1, p} \hookrightarrow W_{\alpha-j, \beta-1}^{s-j, p} \hookrightarrow \cdots \hookrightarrow W_{\alpha-[s], \beta-1}^{\sigma, p}, \\
W_{\alpha, \beta}^{s, p} \hookrightarrow W_{\alpha+[s]-s, \beta}^{[s], p} \hookrightarrow \cdots \hookrightarrow W_{\alpha-\sigma-j+1, \beta}^{[s]-j+1, p} \hookrightarrow W_{\alpha-\sigma-j, \beta-1}^{[s]-j, p} \hookrightarrow \cdots \hookrightarrow W_{\alpha-s, \beta-1}^{0, p} .
\end{gathered}
$$

If $u$ is a function on $\mathbb{R}_{+}^{N}$, we denote its trace of order $j$ on the hyperplane $\Gamma$ by

$$
\forall j \in \mathbb{N}, \quad \gamma_{j} u: x^{\prime} \in \mathbb{R}^{N-1} \longmapsto \partial_{N}^{j} u\left(x^{\prime}, 0\right)
$$

Let us recall the following trace lemma due to Hanouzet (see [16]) and extended by Amrouche and Nečasová (see [5]) to this class of weighted Sobolev spaces:

Lemma 2.2. For any integer $m \geqslant 1$ and real number $\alpha$, the mapping

$$
\gamma=\left(\gamma_{0}, \gamma_{1}, \ldots, \gamma_{m-1}\right): \mathcal{D}\left(\overline{\mathbb{R}_{+}^{N}}\right) \longrightarrow \prod_{j=0}^{m-1} \mathcal{D}\left(\mathbb{R}^{N-1}\right)
$$

can be extended to a linear continuous mapping, still denoted by $\gamma$,

$$
\gamma: W_{\alpha}^{m, p}\left(\mathbb{R}_{+}^{N}\right) \longrightarrow \prod_{j=0}^{m-1} W_{\alpha}^{m-j-1 / p, p}\left(\mathbb{R}^{N-1}\right)
$$

Moreover $\gamma$ is surjective and $\operatorname{Ker} \gamma=\dot{W}_{\alpha}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$.

### 2.4. The Stokes system in the whole space

On the Stokes problem in $\mathbb{R}^{N}$

$$
(S): \quad-\Delta \boldsymbol{u}+\nabla \pi=\boldsymbol{f} \quad \text { and } \quad \operatorname{div} \boldsymbol{u}=h \quad \text { in } \mathbb{R}^{N},
$$

let us recall the fundamental result on which we are based in the sequel. First, for any $k \in \mathbb{Z}$, we introduce the space

$$
\mathcal{S}_{k}=\left\{(\lambda, \mu) \in \mathcal{P}_{k} \times \mathcal{P}_{k-1}^{\Delta} ; \operatorname{div} \lambda=0,-\Delta \lambda+\nabla \mu=\mathbf{0}\right\} .
$$

Theorem 2.3. (See Alliot and Amrouche [1].) Let $\ell \in \mathbb{Z}$ and assume that

$$
N / p^{\prime} \notin\{1, \ldots, \ell\} \quad \text { and } \quad N / p \notin\{1, \ldots,-\ell\} .
$$

For any $(\boldsymbol{f}, g) \in\left(\boldsymbol{W}_{\ell}^{-1, p}\left(\mathbb{R}^{N}\right) \times W_{\ell}^{0, p}\left(\mathbb{R}^{N}\right)\right) \perp \mathcal{S}_{\left[1+\ell-N / p^{\prime}\right]}$, problem ( $S$ ) admits a solution $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{\ell}^{1, p}\left(\mathbb{R}^{N}\right) \times W_{\ell}^{0, p}\left(\mathbb{R}^{N}\right)$, unique up to an element of $\mathcal{S}_{[1-\ell-N / p]}$, with the estimate

$$
\begin{aligned}
& \quad \inf _{(\lambda, \mu) \in \mathcal{S}_{[1-\ell-N / p]}}\left(\|\boldsymbol{u}+\lambda\|_{\boldsymbol{W}_{\ell}^{1, p}\left(\mathbb{R}^{N}\right)}+\|\pi+\mu\|_{W_{\ell}^{0, p}\left(\mathbb{R}^{N}\right)}\right) \\
& \quad \leqslant C\left(\|\boldsymbol{f}\|_{W_{\ell}^{-1, p}\left(\mathbb{R}^{N}\right)}+\|g\|_{W_{\ell}^{0, p}\left(\mathbb{R}^{N}\right)}\right) .
\end{aligned}
$$

We also have the following result for more regular data:
Theorem 2.4. (See Alliot and Amrouche [1].) Let $\ell \in \mathbb{Z}$ and $m \geqslant 1$ be two integers and assume that

$$
N / p^{\prime} \notin\{1, \ldots, \ell+1\} \quad \text { and } \quad N / p \notin\{1, \ldots,-\ell-m\} .
$$

For any $(\boldsymbol{f}, g) \in\left(\boldsymbol{W}_{m+\ell}^{m-1, p}\left(\mathbb{R}^{N}\right) \times W_{m+\ell}^{m, p}\left(\mathbb{R}^{N}\right)\right) \perp \mathcal{S}_{\left[1+\ell-N / p^{\prime}\right]}$, problem $(S)$ admits a solution $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{m+\ell}^{m+1, p}\left(\mathbb{R}^{N}\right) \times W_{m+\ell}^{m, p}\left(\mathbb{R}^{N}\right)$, unique up to an element of $\mathcal{S}_{[1-\ell-N / p]}$, with the estimate

$$
\begin{aligned}
& \quad \inf _{(\lambda, \mu) \in \mathcal{S}_{[1-\ell-N / p]}}\left(\|\boldsymbol{u}+\lambda\|_{W_{m+\ell}^{m+1, p}\left(\mathbb{R}^{N}\right)}+\|\pi+\mu\|_{W_{m+\ell}^{m, p}\left(\mathbb{R}^{N}\right)}\right) \\
& \quad \leqslant C\left(\|\boldsymbol{f}\|_{W_{m+\ell}^{m-1, p}\left(\mathbb{R}^{N}\right)}+\|g\|_{W_{m+\ell}^{m, p}\left(\mathbb{R}^{N}\right)}\right) .
\end{aligned}
$$

Note that if we suppose $\ell=0$, then $\mathcal{S}_{\left[1-N / p^{\prime}\right]}=\mathcal{P}_{\left[1-N / p^{\prime}\right]} \times\{0\}$ and the orthogonality condition $(\boldsymbol{f}, g) \perp \mathcal{S}_{\left[1-N / p^{\prime}\right]}$ is equivalent to $\boldsymbol{f} \perp \mathcal{P}_{\left[1-N / p^{\prime}\right]}$.

## 3. Homogeneous problems with singular boundary conditions

The way we will take to solve the Stokes system is based on the existence of very weak solutions to homogeneous problems with singular boundary conditions. The first one is the biharmonic problem: find $u \in W_{\ell-1}^{1, p}\left(\mathbb{R}_{+}^{N}\right)$ solution to the problem

$$
(\mathcal{P}): \quad \Delta^{2} u=0 \quad \text { in } \mathbb{R}_{+}^{N}, \quad u=g_{0} \quad \text { and } \quad \partial_{N} u=g_{1} \quad \text { on } \Gamma,
$$

where $g_{0} \in W_{\ell-1}^{1-1 / p, p}(\Gamma)$ and $g_{1} \in W_{\ell-1}^{-1 / p, p}(\Gamma)$ are given. We begin to define for any integer $q$, the polynomial space $\mathcal{B}_{q}$ as follows:

$$
\mathcal{B}_{q}=\left\{u \in \mathcal{P}_{q}^{\Delta^{2}} ; u=\partial_{N} u=0 \text { on } \Gamma\right\} .
$$

Theorem 3.1. (See Amrouche and Raudin [8].) Let $\ell \in \mathbb{Z}$ and assume that

$$
\begin{equation*}
N / p^{\prime} \notin\{1, \ldots, \ell-1\} \quad \text { and } \quad N / p \notin\{1, \ldots,-\ell+1\} . \tag{3.1}
\end{equation*}
$$

For any $g_{0} \in W_{\ell-1}^{1-1 / p, p}(\Gamma)$ and $g_{1} \in W_{\ell-1}^{-1 / p, p}(\Gamma)$ satisfying the compatibility condition

$$
\begin{equation*}
\forall \varphi \in \mathcal{B}_{\left[2+\ell-N / p^{\prime}\right]}, \quad\left\langle g_{1}, \Delta \varphi\right\rangle_{\Gamma}-\left\langle g_{0}, \partial_{N} \Delta \varphi\right\rangle_{\Gamma}=0 \tag{3.2}
\end{equation*}
$$

problem $(\mathcal{P})$ admits a solution $u \in W_{\ell-1}^{1, p}\left(\mathbb{R}_{+}^{N}\right)$, unique up to an element of $\mathcal{B}_{[2-\ell-N / p]}$, with the estimate

$$
\inf _{q \in \mathcal{B}_{[2-\ell-N / p]}}\|u+q\|_{W_{\ell-1}^{1, p}\left(\mathbb{R}_{+}^{N}\right)} \leqslant C\left(\left\|g_{0}\right\|_{W_{\ell-1}^{1-1 / p, p}(\Gamma)}+\left\|g_{1}\right\|_{W_{\ell-1}^{-1 / p, p}(\Gamma)}\right) .
$$

Remark 3.2. (i) In the case where $\ell=1$, if $1-N / p^{\prime}<0$, then $\mathcal{B}_{\left[3-N / p^{\prime}\right]}=\{0\}$ and if $1-N / p^{\prime} \geqslant 0$, then $\mathcal{B}_{\left[3-N / p^{\prime}\right]}=\mathcal{B}_{2}=\mathbb{R} x_{N}^{2}$.
(ii) We also established a result for the lower case, with $u \in W_{\ell-2}^{0, p}\left(\mathbb{R}_{+}^{N}\right)$, but we do not use it in this paper.

We will also need a result of this type about the Neumann problem for the Laplacian: find $u \in W_{\ell-2}^{0, p}\left(\mathbb{R}_{+}^{N}\right)$ satisfying the problem

$$
(\mathcal{Q}): \quad \Delta u=0 \quad \text { in } \mathbb{R}_{+}^{N} \quad \text { and } \quad \partial_{N} u=g \quad \text { on } \Gamma \text {, }
$$

where $g \in W_{\ell-2}^{-1-1 / p, p}(\Gamma)$.
Theorem 3.3. (See Amrouche [6].) Let $\ell \in \mathbb{Z}$ and assume that

$$
\begin{equation*}
N / p^{\prime} \notin\{1, \ldots, \ell-2\} \quad \text { and } \quad N / p \notin\{1, \ldots,-\ell+2\} . \tag{3.3}
\end{equation*}
$$

For any $g \in W_{\ell-2}^{-1-1 / p, p}(\Gamma)$ satisfying the compatibility condition

$$
\begin{equation*}
\forall \varphi \in \mathcal{N}_{\left[\ell-N / p^{\prime}\right]}^{\Delta}, \quad\langle g, \varphi\rangle_{W_{\ell-2}^{-1-1 / p, p}(\Gamma) \times W_{-\ell+2}^{2-1 / p^{\prime}, p^{\prime}}(\Gamma)}=0 \tag{3.4}
\end{equation*}
$$

problem $(\mathcal{Q})$ admits a solution $u \in W_{\ell-2}^{0, p}\left(\mathbb{R}_{+}^{N}\right)$, unique up to an element of $\mathcal{N}_{[2-\ell-N / p]}^{\Delta}$, with the estimate

$$
\inf _{q \in \mathcal{N}_{[2-\ell-N / p]}^{\Delta}}\|u+q\|_{W_{\ell-2}^{0, p}\left(\mathbb{R}_{+}^{N}\right)} \leqslant C\|g\|_{W_{\ell-2}^{-1-1 / p, p}(\Gamma)}
$$

With the same arguments as for Theorem 3.3, we can prove an intermediate result for this problem:

Theorem 3.4. Let $\ell \in \mathbb{Z}$. Under hypothesis (3.1), for any $g \in W_{\ell-1}^{-1 / p, p}(\Gamma)$ satisfying the compatibility condition (3.4), problem $(\mathcal{Q})$ admits a solution $u \in W_{\ell-1}^{1, p}\left(\mathbb{R}_{+}^{N}\right)$, unique up to an element of $\mathcal{N}_{[2-\ell-N / p]}^{\Delta}$, with the estimate

$$
\inf _{q \in \mathcal{N}_{[2-\ell-N / p]}^{\Delta}}\|u+q\|_{W_{\ell-1}^{1, p}\left(\mathbb{R}_{+}^{N}\right)} \leqslant C\|g\|_{W_{\ell-1}^{-1 / p, p}(\Gamma)} .
$$

Now, we will establish a similar result about the Dirichlet problem for the Laplacian with very singular boundary conditions: find $u \in W_{\ell-2}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)$ satisfying the problem

$$
(\mathcal{R}): \quad \Delta u=0 \quad \text { in } \mathbb{R}_{+}^{N} \quad \text { and } \quad u=g \quad \text { on } \Gamma,
$$

where $g \in W_{\ell-2}^{-1-1 / p, p}(\Gamma)$.
Theorem 3.5. Let $\ell \in \mathbb{Z}$. Under hypothesis (3.3), for any $g \in W_{\ell-2}^{-1-1 / p, p}(\Gamma)$ satisfying the compatibility condition

$$
\begin{equation*}
\forall \varphi \in \mathcal{A}_{\left[1+\ell-N / p^{\prime}\right]}^{\Delta}, \quad\left\langle g, \partial_{N} \varphi\right\rangle_{W_{\ell-2}^{-1-1 / p, p}(\Gamma) \times W_{-\ell+2}^{2-1 / p^{\prime}, p^{\prime}}(\Gamma)}=0, \tag{3.5}
\end{equation*}
$$

problem $(\mathcal{R})$ admits a solution $u \in W_{\ell-2}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)$, unique up to an element of $\mathcal{A}_{[1-\ell-N / p]}^{\Delta}$, with the estimate

$$
\inf _{q \in \mathcal{A}_{[1-\ell-N / p]}^{\Delta}}\|u+q\|_{W_{\ell-2}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)} \leqslant C\|g\|_{W_{\ell-2}^{-1-1 / p, p}(\Gamma)} .
$$

Firstly, we must give a meaning to traces for a special class of distributions. We introduce the spaces

$$
\begin{aligned}
Y_{\ell}\left(\mathbb{R}_{+}^{N}\right) & =\left\{v \in W_{\ell-2}^{-1, p}\left(\mathbb{R}_{+}^{N}\right) ; \Delta v \in W_{\ell+1}^{0, p}\left(\mathbb{R}_{+}^{N}\right)\right\} \\
Y_{\ell, 1}\left(\mathbb{R}_{+}^{N}\right) & =\left\{v \in W_{\ell-2}^{-1, p}\left(\mathbb{R}_{+}^{N}\right) ; \Delta v \in W_{\ell+1,1}^{0, p}\left(\mathbb{R}_{+}^{N}\right)\right\} .
\end{aligned}
$$

They are reflexive Banach spaces equipped with their natural norms:

$$
\begin{aligned}
\|v\|_{Y_{\ell}\left(\mathbb{R}_{+}^{N}\right)} & =\|v\|_{W_{\ell-2}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)}+\|\Delta v\|_{W_{\ell+1}^{0, p}\left(\mathbb{R}_{+}^{N}\right)}, \\
\|v\|_{Y_{\ell, 1}\left(\mathbb{R}_{+}^{N}\right)} & =\|v\|_{W_{\ell-2}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)}+\|\Delta v\|_{W_{\ell+1,1}^{0, p}\left(\mathbb{R}_{+}^{N}\right)} .
\end{aligned}
$$

Lemma 3.6. Let $\ell \in \mathbb{Z}$. Under hypothesis (3.3), the space $\mathcal{D}\left(\overline{\mathbb{R}_{+}^{N}}\right)$ is dense in $Y_{\ell}\left(\mathbb{R}_{+}^{N}\right)$ and in $Y_{\ell, 1}\left(\mathbb{R}_{+}^{N}\right)$.

Proof. For every continuous linear form $T \in\left(Y_{\ell}\left(\mathbb{R}_{+}^{N}\right)\right)^{\prime}$, there exists a unique pair $(f, g) \in$ $\stackrel{\circ}{W}_{-\ell+2}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right) \times W_{-\ell-1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$, such that

$$
\begin{equation*}
\forall v \in Y_{\ell}\left(\mathbb{R}_{+}^{N}\right), \quad\langle T, v\rangle=\langle f, v\rangle_{\dot{W}_{-\ell+2}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right) \times W_{\ell-2}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)}+\int_{\mathbb{R}_{+}^{N}} g \Delta v \mathrm{~d} x . \tag{3.6}
\end{equation*}
$$

Thanks to the Hahn-Banach theorem, it suffices to show that any $T$ which vanishes on $\mathcal{D}\left(\overline{\mathbb{R}_{+}^{N}}\right)$ is actually zero on $Y_{\ell}\left(\mathbb{R}_{+}^{N}\right)$. Let us suppose that $T=0$ on $\mathcal{D}\left(\overline{\mathbb{R}_{+}^{N}}\right)$, thus on $\mathcal{D}\left(\mathbb{R}_{+}^{N}\right)$. Then we can deduce from (3.6) that

$$
f+\Delta g=0 \quad \text { in } \mathbb{R}_{+}^{N}
$$

hence we have $\Delta g \in \stackrel{\circ}{W}_{-\ell+2}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$. Let $\tilde{f} \in W_{-\ell+2}^{1, p^{\prime}}\left(\mathbb{R}^{N}\right)$ and $\tilde{g} \in W_{-\ell-1}^{0, p^{\prime}}\left(\mathbb{R}^{N}\right)$ be respectively the extensions by 0 of $f$ and $g$ to $\mathbb{R}^{N}$. Thanks to (3.6), it is clear that $\tilde{f}+\Delta \tilde{g}=0$ in $\mathbb{R}^{N}$, and thus $\Delta \tilde{g} \in W_{-\ell+2}^{1, p^{\prime}}\left(\mathbb{R}^{N}\right)$. Now, thanks to the isomorphism results for the Laplace operator in $\mathbb{R}^{N}$ (see [4]), we can deduce that $\tilde{g} \in W_{-\ell+2}^{3, p^{\prime}}\left(\mathbb{R}^{N}\right)$, under hypothesis (3.3). Since $\tilde{g}$ is an extension by 0 , it follows that $g \in \dot{W}_{-\ell+2}^{3, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$. Then, by density of $\mathcal{D}\left(\mathbb{R}_{+}^{N}\right)$ in $\dot{W}_{-\ell+2}^{3, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$, there exists a sequence $\left(\varphi_{k}\right)_{k \in \mathbb{N}} \subset \mathcal{D}\left(\mathbb{R}_{+}^{N}\right)$ such that $\varphi_{k} \rightarrow g$ in $\stackrel{\circ}{W}_{-\ell+2}^{3, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$. Thus, for any $v \in Y_{\ell}\left(\mathbb{R}_{+}^{N}\right)$, we have

$$
\begin{aligned}
\langle T, v\rangle & =\langle-\Delta g, v\rangle_{\dot{W}_{-\ell+2}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right) \times W_{\ell-2}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)}+\langle g, \Delta v\rangle_{\dot{W}_{-\ell+2}^{3, p^{\prime}}}\left(\mathbb{R}_{+}^{N}\right) \times W_{\ell-2}^{-3, p}\left(\mathbb{R}_{+}^{N}\right) \\
& =\lim _{k \rightarrow \infty}\left\{\left\langle-\Delta \varphi_{k}, v\right\rangle_{\dot{W}_{-\ell+2}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right) \times W_{\ell-2}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)}+\left\langle\varphi_{k}, \Delta v\right\rangle_{\dot{W}_{-\ell+2}^{3, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right) \times W_{\ell-2}^{-3, p}\left(\mathbb{R}_{+}^{N}\right)}\right\} \\
& =\lim _{k \rightarrow \infty}\left\{-\int_{\mathbb{R}_{+}^{N}} \varphi_{k} \Delta v \mathrm{~d} x+\int_{\mathbb{R}_{+}^{N}} \varphi_{k} \Delta v \mathrm{~d} x\right\} \\
& =0,
\end{aligned}
$$

i.e. $T$ is identically zero.

For the density of $\mathcal{D}\left(\mathbb{R}_{+}^{N}\right)$ in $Y_{\ell, 1}\left(\mathbb{R}_{+}^{N}\right)$, the only difference in the proof concerns the logarithmic factors in the weights, with $g \in W_{-\ell-1,-1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$.

Thanks to this density lemma, we can prove the following result of traces:
Lemma 3.7. Let $\ell \in \mathbb{Z}$. Under hypothesis (3.3), the trace mapping $\gamma_{0}: \mathcal{D}\left(\overline{\mathbb{R}_{+}^{N}}\right) \rightarrow \mathcal{D}\left(\mathbb{R}^{N-1}\right)$, can be extended to a linear continuous mapping

$$
\begin{gathered}
\gamma_{0}: Y_{\ell}\left(\mathbb{R}_{+}^{N}\right) \longrightarrow W_{\ell-2}^{-1-1 / p, p}(\Gamma) \quad \text { if } N / p^{\prime} \notin\{\ell-1, \ell, \ell+1\} \\
\text { (respectively } \left.\gamma_{0}: Y_{\ell, 1}\left(\mathbb{R}_{+}^{N}\right) \longrightarrow W_{\ell-2}^{-1-1 / p, p}(\Gamma) \quad \text { if } N / p^{\prime} \in\{\ell-1, \ell, \ell+1\}\right) .
\end{gathered}
$$

Moreover, we have the following Green formula

$$
\begin{align*}
& \forall v \in Y_{\ell}\left(\mathbb{R}_{+}^{N}\right), \forall \varphi \in W_{-\ell+2}^{3, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right) \quad \text { such that } \quad \varphi=\Delta \varphi=0 \quad \text { on } \Gamma, \\
& \langle\Delta v, \varphi\rangle_{\left.W_{\ell+1}^{0, p}\left(\mathbb{R}_{+}^{N}\right) \times W_{-\ell-1}^{0, p^{\prime}} \mathbb{R}_{+}^{N}\right)}-\langle v, \Delta \varphi\rangle_{W_{\ell-2}^{-1, p}\left(\mathbb{R}_{+}^{N}\right) \times \dot{W}_{-\ell+2}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)} \\
& \quad=\left\langle v, \partial_{N} \varphi\right\rangle_{W_{\ell-2}^{-1-1 / p, p}}(\Gamma) \times W_{-\ell+2}^{2-1 / p^{\prime}, p^{\prime}}{ }_{(\Gamma)} \tag{3.7}
\end{align*}
$$

(respectively the Green formula for $v \in Y_{\ell, 1}\left(\mathbb{R}_{+}^{N}\right)$, where the first term of the left-hand side is replaced by $\left.\langle\Delta v, \varphi\rangle_{W_{\ell+1,1}^{0, p}\left(\mathbb{R}_{+}^{N}\right) \times W_{-\ell-1,-1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)}\right)$.

Proof. Firstly, let us remark that for any $\varphi \in W_{-\ell+2}^{3, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$, the boundary condition $\varphi=\Delta \varphi=0$ on $\Gamma$ is equivalent to $\varphi=\partial_{N}^{2} \varphi=0$ on $\Gamma$. Moreover, if $N / p^{\prime} \notin\{\ell-1, \ell, \ell+1\}$, we have the imbedding $W_{-\ell+2}^{3, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right) \hookrightarrow W_{-\ell-1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$. So we can write the following Green formula:

$$
\begin{gather*}
\forall v \in \mathcal{D}\left(\overline{\mathbb{R}_{+}^{N}}\right), \forall \varphi \in W_{-\ell+2}^{3, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right) \quad \text { such that } \quad \varphi=\Delta \varphi=0 \quad \text { on } \Gamma, \\
\int_{\mathbb{R}_{+}^{N}} \varphi \Delta v \mathrm{~d} x-\int_{\mathbb{R}_{+}^{N}} v \Delta \varphi \mathrm{~d} x=\int_{\Gamma} v \partial_{N} \varphi \mathrm{~d} x^{\prime} \tag{3.8}
\end{gather*}
$$

Since $\Delta \varphi=0$ on $\Gamma$, we have the identity

$$
\int_{\mathbb{R}_{+}^{N}} v \Delta \varphi \mathrm{~d} x=\langle v, \Delta \varphi\rangle_{W_{\ell-2}^{-1, p}\left(\mathbb{R}_{+}^{N}\right) \times \dot{W}_{-\ell+2}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)} .
$$

This implies

$$
\left|\left\langle v, \partial_{N} \varphi\right\rangle_{W_{\ell-2}^{-1-1 / p, p}(\Gamma) \times W_{-\ell+2}^{2-1 / p^{\prime}, p^{\prime}}(\Gamma)}\right| \leqslant\|v\|_{Y_{\ell}\left(\mathbb{R}_{+}^{N}\right)}\|\varphi\|_{W_{-\ell+2}^{3, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)} .
$$

By Lemma 2.2, for any $\mu \in W_{-\ell+2}^{2-1 / p^{\prime}, p^{\prime}}(\Gamma)$, there exists a lifting function $\varphi \in W_{-\ell+2}^{3, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$ such that $\varphi=0, \partial_{N} \varphi=\mu$ and $\partial_{N}^{2} \varphi=0$ on $\Gamma$, satisfying

$$
\|\varphi\|_{W_{-l+2}^{3, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)} \leqslant C\|\mu\|_{W_{-l+2}^{2-1 / p^{\prime}, p^{\prime}}(\Gamma)},
$$

where $C$ is a constant not depending on $\varphi$ and $\mu$. Then we can deduce that

$$
\left\|\gamma_{0} v\right\|_{W_{\ell-2}^{-1-1 / p, p}(\Gamma)} \leqslant C\|v\|_{Y_{\ell}\left(\mathbb{R}_{+}^{N}\right)}
$$

Thus the linear mapping $\gamma_{0}:\left.v \mapsto v\right|_{\Gamma}$ defined on $\mathcal{D}\left(\overline{\mathbb{R}_{+}^{N}}\right)$ is continuous for the norm of $Y_{\ell}\left(\mathbb{R}_{+}^{N}\right)$. Since $\mathcal{D}\left(\overline{\mathbb{R}_{+}^{N}}\right)$ is dense in $Y_{\ell}\left(\mathbb{R}_{+}^{N}\right)$, $\gamma_{0}$ can be extended by continuity to a mapping still called
$\gamma_{0} \in \mathcal{L}\left(Y_{\ell}\left(\mathbb{R}_{+}^{N}\right) ; W_{\ell-2}^{-1-1 / p, p}(\Gamma)\right)$. Moreover, we also can deduce the formula (3.7) from (3.8) by density of $\mathcal{D}\left(\overline{\mathbb{R}_{+}^{N}}\right)$ in $Y_{\ell}\left(\mathbb{R}_{+}^{N}\right)$. To finish, note that if $N / p^{\prime} \in\{\ell-1, \ell, \ell+1\}$, we only have the imbedding $W_{-\ell+2}^{3, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right) \hookrightarrow W_{-\ell-1,-1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$, hence the necessity to introduce the space $Y_{\ell, 1}\left(\mathbb{R}_{+}^{N}\right)$ and the corresponding Green formula with logarithmic factors for these three critical values.

Proof of Theorem 3.5. We can observe that solve problem $(\mathcal{R})$ is equivalent to find $u \in Y_{\ell}\left(\mathbb{R}_{+}^{N}\right)$ if $N / p^{\prime} \notin\{\ell-1, \ell, \ell+1\}$ (respectively $u \in Y_{\ell, 1}\left(\mathbb{R}_{+}^{N}\right)$ if $N / p^{\prime} \in\{\ell-1, \ell, \ell+1\}$ ), satisfying

$$
\begin{gather*}
\forall v \in W_{-\ell+2}^{3, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right) \quad \text { such that } \quad v=\Delta v=0 \quad \text { on } \Gamma, \\
\langle u, \Delta v\rangle_{W_{\ell-2}^{-1, p}}\left(\mathbb{R}_{+}^{N}\right) \times \dot{W}_{-\ell+2}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right) \tag{3.9}
\end{gather*}=-\left\langle g, \partial_{N} v\right\rangle_{W_{\ell-2}^{-1-1 / p, p}(\Gamma) \times W_{-\ell+2}^{2-1 / p^{\prime}, p^{\prime}}(\Gamma)} .
$$

Indeed the direct implication is straightforward. Conversely, if $u$ satisfies (3.9) then we have for any $\varphi \in \mathcal{D}\left(\mathbb{R}_{+}^{N}\right)$,

$$
\langle\Delta u, \varphi\rangle_{W_{\ell-2}^{-3, p}\left(\mathbb{R}_{+}^{N}\right) \times \dot{W}_{-\ell+2}^{3, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)}=\langle u, \Delta \varphi\rangle_{W_{\ell-2}^{-1, p}\left(\mathbb{R}_{+}^{N}\right) \times \dot{W}_{-\ell+2}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)}=0,
$$

thus $\Delta u=0$ in $\mathbb{R}_{+}^{N}$. Moreover, by the Green formula (3.7), we have

$$
\begin{gathered}
\forall v \in W_{-\ell+2}^{3, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right) \quad \text { such that } \quad v=\Delta v=0 \quad \text { on } \Gamma, \\
\left\langle g, \partial_{N} v\right\rangle_{W_{\ell-2}^{-1-1 / p, p}(\Gamma) \times W_{-\ell+2}^{2-1 / p^{\prime}, p^{\prime}}(\Gamma)}=\left\langle u, \partial_{N} v\right\rangle_{W_{\ell-2}^{-1-1 / p, p}(\Gamma) \times W_{-\ell+2}^{2-1 / p^{\prime}, p^{\prime}}(\Gamma)} .
\end{gathered}
$$

By Lemma 2.2, for any $\mu \in W_{-\ell+2}^{2-1 / p^{\prime}, p^{\prime}}(\Gamma)$, there exists $v \in W_{-\ell+2}^{3, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$ such that $v=0$, $\partial_{N} v=\mu, \partial_{N}^{2} v=0$ on $\Gamma$. Consequently,

$$
\langle u-g, \mu\rangle_{W_{\ell-2}^{-1-1 / p, p}(\Gamma) \times W_{-\ell+2}^{2-1 / p^{\prime}, p^{\prime}}(\Gamma)}=0,
$$

i.e. $u-g=0$ on $\Gamma$. Thus $u$ satisfies $(\mathcal{R})$.

Furthermore, for any $f \in \stackrel{\circ}{W}_{-\ell+2}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right) \perp \mathcal{A}_{[1-\ell-N / p]}^{\Delta}$, we know that (see [5]) there exists a unique $v \in W_{-\ell+2}^{3, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right) / \mathcal{A}_{\left[1+\ell-N / p^{\prime}\right]}^{\Delta}$ such that

$$
\Delta v=f \quad \text { in } \mathbb{R}_{+}^{N}, \quad v=0 \quad \text { on } \Gamma
$$

with the estimate

$$
\|v\|_{W_{-\ell+2}^{3, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right) / \mathcal{A}_{\left[1+\ell-N / p^{\prime}\right]}^{\Delta}} \leqslant C\|f\|_{W_{-\ell+2}^{1, p^{\prime}}}\left(\mathbb{R}_{+}^{N}\right),
$$

where $C$ denotes a generic constant not depending on $v$ and $f$. Now, let us consider the linear form $T: f \mapsto-\left\langle g, \partial_{N} v\right\rangle_{W_{\ell-2}^{-1-1 / p, p}(\Gamma) \times W_{-\ell+2}^{2-1 / p^{\prime}, p^{\prime}}{ }_{(\Gamma)}}$ defined on $\stackrel{\circ}{W}_{-\ell+2}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right) \perp \mathcal{A}_{[1-\ell-N / p]}^{\Delta}$. Thanks to (3.5), we have for any $q \in \mathcal{A}_{\left[1+\ell-N / p^{\prime}\right]}^{\Delta}$,

$$
\begin{aligned}
|T f| & =\left|\left\langle g, \partial_{N}(v+q)\right\rangle_{W_{\ell-2}^{-1-1 / p, p}{ }_{(\Gamma) \times W_{-\ell+2}^{2-1 / p^{\prime}, p^{\prime}}(\Gamma)} \mid}\right| \\
& \leqslant C\|g\|_{W_{\ell-2}^{-1-1 / p, p}(\Gamma)}\|v+q\|_{W_{-+2}^{3, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)} \\
& \leqslant C\|g\|_{W_{\ell-2}^{-1-1 / p, p}(\Gamma)}\|v\|_{W_{-\ell+2}^{3, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right) / \mathcal{A}_{\left[3-N / p^{\prime}\right]}^{\Delta}} \\
& \leqslant C\|g\|_{W_{\ell-2}^{-1-1 / p, p}(\Gamma)}\|f\|_{W_{-\ell+2}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)} .
\end{aligned}
$$

Thus we have shown that $T$ is continuous on $\stackrel{\circ}{W}_{-\ell+2}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right) \perp \mathcal{A}_{[1-\ell-N / p]}^{\Delta}$ and then, according to Riesz representation theorem, there exists a unique $u \in W_{\ell-2}^{-1, p}\left(\mathbb{R}_{+}^{N}\right) / \mathcal{A}_{[1-\ell-N / p]}^{\Delta}$ such that $T f=\langle u, f\rangle_{W_{\ell-2}^{-1, p}\left(\mathbb{R}_{+}^{N}\right) \times \dot{W}_{-\ell+2}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)}$. So we have (3.9) and $u$ is the unique solution to problem $(\mathcal{R})$.

Similarly to the Neumann problem, we can give an intermediate result:
Theorem 3.8. Let $\ell \in \mathbb{Z}$. Under hypothesis (3.1), for any $g \in W_{\ell-1}^{-1 / p, p}(\Gamma)$ satisfying the compatibility condition (3.5), problem $(\mathcal{R})$ admits a solution $u \in W_{\ell-1}^{0, p}\left(\mathbb{R}_{+}^{N}\right)$, unique up to an element of $\mathcal{A}_{[1-\ell-N / p]}^{\Delta}$, with the estimate

$$
\inf _{q \in \mathcal{A}_{[1-\ell-N / p]}^{\Delta}}\|u+q\|_{W_{\ell-1}^{0, p}\left(\mathbb{R}_{+}^{N}\right)} \leqslant C\|g\|_{W_{\ell-1}^{-1 / p, p}(\Gamma)} .
$$

## 4. Generalized solutions to the Stokes system in $\mathbb{R}_{\boldsymbol{+}}^{\boldsymbol{N}}$

We will establish a first result about the generalized solutions to $\left(S^{+}\right)$in the homogeneous case. The following proposition is quite natural and we can find similar results in the literature although not expressed in weighted Sobolev spaces (see e.g. Farwig and Sohr [12], Galdi [14], Cattabriga [11]). Moreover, we take up some ideas in [12] and we considerably simplify the proof.

Proposition 4.1. For any $\boldsymbol{g} \in \boldsymbol{W}_{0}^{1-1 / p, p}(\Gamma)$, the Stokes problem

$$
\begin{align*}
&-\Delta \boldsymbol{u}+\nabla \pi=\mathbf{0}  \tag{4.1}\\
& \text { in } \mathbb{R}_{+}^{N},  \tag{4.2}\\
& \operatorname{div} \boldsymbol{u}=0  \tag{4.3}\\
& \text { in } \mathbb{R}_{+}^{N}, \\
& \boldsymbol{u}=\boldsymbol{g} \\
& \text { on } \Gamma,
\end{align*}
$$

has a unique solution $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{0}^{1, p}\left(\mathbb{R}_{+}^{N}\right) \times L^{p}\left(\mathbb{R}_{+}^{N}\right)$, with the estimate

$$
\begin{equation*}
\|\boldsymbol{u}\|_{\boldsymbol{W}_{0}^{1, p}\left(\mathbb{R}_{+}^{N}\right)}+\|\pi\|_{L^{p}\left(\mathbb{R}_{+}^{N}\right)} \leqslant C\|\boldsymbol{g}\|_{\boldsymbol{W}_{0}^{1-1 / p, p}(\Gamma)} . \tag{4.4}
\end{equation*}
$$

Proof. (1) Firstly, we will show that system (4.1)-(4.3) can be reduced to three problems on the fundamental operators $\Delta^{2}$ and $\Delta$.

Applying the operator div to the first equation (4.1), we obtain

$$
\begin{equation*}
\Delta \pi=0 \quad \text { in } \mathbb{R}_{+}^{N} \tag{4.5}
\end{equation*}
$$

Now, applying the operator $\Delta$ to the same equation (4.1), we deduce

$$
\begin{equation*}
\Delta^{2} \boldsymbol{u}=\mathbf{0} \quad \text { in } \mathbb{R}_{+}^{N} \tag{4.6}
\end{equation*}
$$

From the boundary condition (4.3), we take out

$$
\begin{equation*}
u_{N}=g_{N} \quad \text { on } \Gamma, \tag{4.7}
\end{equation*}
$$

and moreover $\operatorname{div}^{\prime} \boldsymbol{u}^{\prime}=\operatorname{div}^{\prime} \boldsymbol{g}^{\prime}$ on $\Gamma$, where $\operatorname{div}^{\prime} \boldsymbol{u}^{\prime}=\sum_{i=1}^{N-1} \partial_{i} u_{i}$.
Since $\operatorname{div} \boldsymbol{u}=0$ in $\mathbb{R}_{+}^{N}$, we also have $\operatorname{div} \boldsymbol{u}=0$ on $\Gamma$, then we can write $\partial_{N} u_{N}+\operatorname{div}^{\prime} \boldsymbol{u}^{\prime}=0$ on $\Gamma$, hence

$$
\begin{equation*}
\partial_{N} u_{N}=-\operatorname{div}^{\prime} \boldsymbol{g}^{\prime} \quad \text { on } \Gamma . \tag{4.8}
\end{equation*}
$$

Combining (4.6)-(4.8), we obtain the following biharmonic problem

$$
(\mathcal{P}): \quad \Delta^{2} u_{N}=0 \quad \text { in } \mathbb{R}_{+}^{N}, \quad u_{N}=g_{N} \quad \text { and } \quad \partial_{N} u_{N}=-\operatorname{div}^{\prime} \boldsymbol{g}^{\prime} \quad \text { on } \Gamma .
$$

Then, combining (4.5) with the trace on $\Gamma$ of the $N$ th component in Eqs. (4.1), we obtain the following Neumann problem

$$
(\mathcal{Q}): \quad \Delta \pi=0 \quad \text { in } \mathbb{R}_{+}^{N} \quad \text { and } \quad \partial_{N} \pi=\Delta u_{N} \quad \text { on } \Gamma .
$$

Lastly, if we consider the $N-1$ first components of Eqs. (4.1) and (4.3), we can write the following Dirichlet problem

$$
(\mathcal{R}): \quad \Delta \boldsymbol{u}^{\prime}=\nabla^{\prime} \pi \quad \text { in } \mathbb{R}_{+}^{N} \quad \text { and } \quad \boldsymbol{u}^{\prime}=\boldsymbol{g}^{\prime} \quad \text { on } \Gamma .
$$

(2) Now, we will solve these three problems.

Step 1: Problem $(\mathcal{P})$. Since $\boldsymbol{g} \in \boldsymbol{W}_{0}^{1-1 / p, p}(\Gamma)$, we have $g_{N} \in W_{0}^{1-1 / p, p}(\Gamma)$ and $\operatorname{div}^{\prime} \boldsymbol{g}^{\prime} \in$ $W_{0}^{-1 / p, p}(\Gamma)$. So $(\mathcal{P})$ is a homogeneous biharmonic problem with singular boundary conditions, and we can apply Theorem 3.1 provided the compatibility condition (3.2) is fulfilled. If $1-N / p^{\prime}<0$, then $\mathcal{B}_{\left[3-N / p^{\prime}\right]}=\{0\}$ and the condition vanishes. If $1-N / p^{\prime} \geqslant 0$, then $\mathcal{B}_{\left[3-N / p^{\prime}\right]}=\mathbb{R} x_{N}^{2}$ and this condition is equivalent to

$$
\begin{equation*}
\left\langle\operatorname{div}^{\prime} \boldsymbol{g}^{\prime}, 1\right\rangle_{W_{0}^{-1 / p, p}}(\Gamma) \times W_{0}^{1 / p, p^{\prime}}{ }_{(\Gamma)}=0 . \tag{4.9}
\end{equation*}
$$

Since $\mathcal{D}\left(\mathbb{R}^{N-1}\right)$ is dense in $W_{0}^{1 / p, p^{\prime}}(\Gamma)$, we know that there exists a sequence $\left(\varphi_{k}\right)_{k \in \mathbb{N}} \subset$ $\mathcal{D}\left(\mathbb{R}^{N-1}\right)$ such that $\varphi_{k} \rightarrow 1$ in $W_{0}^{1 / p, p^{\prime}}(\Gamma)$, hence we can deduce

$$
\left\langle\operatorname{div}^{\prime} \boldsymbol{g}^{\prime}, 1\right\rangle_{W_{0}^{-1 / p, p}(\Gamma) \times W_{0}^{1 / p, p^{\prime}}(\Gamma)}=-\lim _{k \rightarrow \infty} \int_{\mathbb{R}^{N-1}} \boldsymbol{g}^{\prime} \cdot \nabla \varphi_{k} \mathrm{~d} x^{\prime}=0 .
$$

Thus the orthogonality condition is fulfilled and problem $(\mathcal{P})$ has a unique solution $u_{N} \in$ $W_{0}^{1, p}\left(\mathbb{R}_{+}^{N}\right)$, satisfying

$$
\begin{align*}
\left\|u_{N}\right\|_{W_{0}^{1, p}\left(\mathbb{R}_{+}^{N}\right)} & \leqslant C\left(\left\|g_{N}\right\|_{W_{0}^{1-1 / p, p}(\Gamma)}+\left\|\operatorname{div}^{\prime} \boldsymbol{g}^{\prime}\right\|_{W_{0}^{-1 / p, p}(\Gamma)}\right) \\
& \leqslant C\|\boldsymbol{g}\|_{W_{0}^{1-1 / p, p}(\Gamma)} \tag{4.10}
\end{align*}
$$

Step 2: Problem (Q). Since $\Delta^{2} u_{N}=0$ in $\mathbb{R}_{+}^{N}$, we have $\Delta u_{N} \in Y_{2}\left(\mathbb{R}_{+}^{N}\right)$ and also $\Delta u_{N} \in$ $Y_{2,1}\left(\mathbb{R}_{+}^{N}\right)$, hence $\left.\Delta u_{N}\right|_{\Gamma} \in W_{0}^{-1-1 / p, p}(\Gamma)$ by Lemma 3.7. Then we can apply Theorem 3.3, provided the compatibility condition (3.4) is fulfilled, i.e.

$$
\forall \varphi \in \mathcal{N}_{\left[2-N / p^{\prime}\right]}^{\Delta}, \quad\left\langle\Delta u_{N}, \varphi\right\rangle_{W_{0}^{-1-1 / p, p}(\Gamma) \times W_{0}^{2-1 / p^{\prime}, p^{\prime}}{ }_{(\Gamma)}=0 . . . . ~} .
$$

Knowing that $\mathcal{N}_{\left[2-N / p^{\prime}\right]}^{\Delta} \subset \mathcal{P}_{1}$, an argument similar to that of the condition (4.9) in step 1 gives us this relation. We can conclude that problem ( $\mathcal{Q}$ ) has a unique solution $\pi \in L^{p}\left(\mathbb{R}_{+}^{N}\right)$, satisfying

$$
\begin{align*}
\|\pi\|_{L^{p}\left(\mathbb{R}_{+}^{N}\right)} & \leqslant C\left\|\Delta u_{N}\right\|_{W_{0}^{-1-1 / p, p}(\Gamma)} \\
& \leqslant C\left\|\Delta u_{N}\right\|_{Y_{2}\left(\mathbb{R}_{+}^{N}\right)}=C\left\|\Delta u_{N}\right\|_{W_{0}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)} \\
& \leqslant C\left\|u_{N}\right\|_{W_{0}^{1, p}\left(\mathbb{R}_{+}^{N}\right)} \leqslant C\|\boldsymbol{g}\|_{W_{0}^{1-1 / p, p}(\Gamma)} \tag{4.11}
\end{align*}
$$

Step 3: Problem $(\mathcal{R})$. By step 2, we have $\nabla^{\prime} \pi \in W_{0}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)^{N-1}$ and moreover $\boldsymbol{g}^{\prime} \in W_{0}^{1-1 / p, p}(\Gamma)^{N-1}$. Since $\mathcal{A}_{\left[1-N / p^{\prime}\right]}^{\Delta}=\{0\}$, we know that problem $(\mathcal{R})$ has a unique solution $\boldsymbol{u}^{\prime} \in W_{0}^{1, p}\left(\mathbb{R}_{+}^{N}\right)^{N-1}($ see $[5$, Theorem 3.1]), satisfying

$$
\begin{align*}
\left\|\boldsymbol{u}^{\prime}\right\|_{W_{0}^{1, p}\left(\mathbb{R}_{+}^{N}\right)}{ }^{N-1} & \leqslant C\left(\left\|\nabla^{\prime} \pi\right\|_{W_{0}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)}{ }^{N-1}+\left\|\boldsymbol{g}^{\prime}\right\|_{\left.W_{0}^{1-1 / p, p}(\Gamma)^{N-1}\right)}\right. \\
& \leqslant C\left(\|\pi\|_{L^{p}\left(\mathbb{R}_{+}^{N}\right)}+\left\|\boldsymbol{g}^{\prime}\right\|_{W_{0}^{1-1 / p, p}(\Gamma)}{ }^{N-1}\right) \\
& \leqslant C\|\boldsymbol{g}\|_{W_{0}^{1-1 / p, p}(\Gamma)} . \tag{4.12}
\end{align*}
$$

(3) In order, we have found $u_{N}, \pi$ and $\boldsymbol{u}^{\prime}$, which satisfy (4.3) and partially satisfy (4.1), i.e.

$$
-\Delta \boldsymbol{u}^{\prime}+\nabla^{\prime} \pi=\mathbf{0} \quad \text { in } \mathbb{R}_{+}^{N}
$$

It remains to show they satisfy (4.2) and the $N$ th component of (4.1), i.e.

$$
-\Delta u_{N}+\partial_{N} \pi=0 \quad \text { in } \mathbb{R}_{+}^{N}
$$

Thanks to (4.5) and (4.6), we obtain

$$
\Delta\left(\Delta u_{N}-\partial_{N} \pi\right)=\Delta^{2} u_{N}=0 \quad \text { in } \mathbb{R}_{+}^{N}
$$

With the boundary condition of $(\mathcal{Q})$, we can deduce that the distribution $\Delta u_{N}-\partial_{N} \pi \in$ $W_{0}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)$ satisfies the following Dirichlet problem

$$
\Delta\left(\Delta u_{N}-\partial_{N} \pi\right)=0 \quad \text { in } \mathbb{R}_{+}^{N}, \quad \Delta u_{N}-\partial_{N} \pi=0 \quad \text { on } \Gamma .
$$

Thanks to Theorem 3.5, we necessarily have $\Delta u_{N}-\partial_{N} \pi=0$. Thus $(u, \pi)$ completely satisfies (4.1).

Now, applying the operator div to (4.1), we have $-\Delta \operatorname{div} \boldsymbol{u}+\Delta \pi=0$ in $\mathbb{R}_{+}^{N}$, and by the main equation of ( $\mathcal{Q}$ ), i.e. (4.5), we obtain $\Delta \operatorname{div} \boldsymbol{u}=0$ in $\mathbb{R}_{+}^{N}$. Moreover, from the boundary condition in $(\mathcal{R})$, we get $\operatorname{div}^{\prime} \boldsymbol{u}^{\prime}=\operatorname{div}^{\prime} \boldsymbol{g}^{\prime}$ on $\Gamma$. Then, with the boundary condition in $(\mathcal{P})$, we can write

$$
\operatorname{div} \boldsymbol{u}=\operatorname{div}^{\prime} \boldsymbol{u}^{\prime}+\partial_{N} u_{N}=\operatorname{div}^{\prime} \boldsymbol{g}^{\prime}-\operatorname{div}^{\prime} \boldsymbol{g}^{\prime}=0 \quad \text { on } \Gamma .
$$

So, we have

$$
\Delta \operatorname{div} \boldsymbol{u}=0 \quad \text { in } \mathbb{R}_{+}^{N}, \quad \operatorname{div} \boldsymbol{u}=0 \quad \text { on } \Gamma,
$$

with $\operatorname{div} \boldsymbol{u} \in L^{p}\left(\mathbb{R}_{+}^{N}\right)$ and then by Theorem 3.8 , we can deduce that $\operatorname{div} \boldsymbol{u}=0$ in $\mathbb{R}_{+}^{N}$, i.e. (4.2) is satisfied.
(4) Finally, let us remark that the uniqueness of $(\boldsymbol{u}, \pi)$ is a consequence of the uniqueness of the solutions to problems $(\mathcal{P}),(\mathcal{Q})$ and $(\mathcal{R})$. Moreover, the estimate (4.4) is a consequence of the estimates (4.10)-(4.12).

Now, we can solve the complete problem $\left(S^{+}\right)$. For this, we will show that it can be reduced to a homogeneous problem, solved by Proposition 4.1.

Theorem 4.2. For any $\boldsymbol{f} \in \boldsymbol{W}_{0}^{-1, p}\left(\mathbb{R}_{+}^{N}\right), h \in L^{p}\left(\mathbb{R}_{+}^{N}\right)$ and $\boldsymbol{g} \in \boldsymbol{W}_{0}^{1-1 / p, p}(\Gamma)$, problem $\left(S^{+}\right)$ admits a unique solution $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{0}^{1, p}\left(\mathbb{R}_{+}^{N}\right) \times L^{p}\left(\mathbb{R}_{+}^{N}\right)$, and there exists a constant $C$ such that

$$
\begin{align*}
& \|\boldsymbol{u}\|_{\boldsymbol{W}_{0}^{1, p}\left(\mathbb{R}_{+}^{N}\right)}+\|\pi\|_{L^{p}\left(\mathbb{R}_{+}^{N}\right)} \\
& \quad \leqslant C\left(\|\boldsymbol{f}\|_{\boldsymbol{W}_{0}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)}+\|h\|_{L^{p}\left(\mathbb{R}_{+}^{N}\right)}+\|\boldsymbol{g}\|_{\boldsymbol{W}_{0}^{1-1 / p, p}(\Gamma)}\right) . \tag{4.13}
\end{align*}
$$

Proof. Firstly, let us write $\boldsymbol{f}=\operatorname{div} \mathbb{F}$, where $\mathbb{F}=\left(\boldsymbol{F}_{i}\right)_{1 \leqslant i \leqslant N} \in \boldsymbol{L}^{p}\left(\mathbb{R}_{+}^{N}\right)^{N}$, with the estimate

$$
\|\mathbb{F}\|_{\boldsymbol{L}^{p}\left(\mathbb{R}_{+}^{N}\right)^{N}} \leqslant C\|\boldsymbol{f}\|_{\boldsymbol{W}_{0}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)} ;
$$

and let us respectively denote by $\tilde{\mathbb{F}}=\left(\tilde{\boldsymbol{F}}_{i}\right)_{1 \leqslant i \leqslant N} \in \boldsymbol{L}^{p}\left(\mathbb{R}^{N}\right)^{N}$ and $\tilde{h} \in L^{p}\left(\mathbb{R}^{N}\right)$ the extensions by 0 of $\mathbb{F}$ and $h$ to $\mathbb{R}^{N}$. By Theorem 2.3, we know that there exists $(\tilde{\boldsymbol{u}}, \tilde{\pi}) \in \boldsymbol{W}_{0}^{1, p}\left(\mathbb{R}^{N}\right) \times L^{p}\left(\mathbb{R}^{N}\right)$ solution to the problem

$$
(\tilde{S}): \quad-\Delta \tilde{\boldsymbol{u}}+\nabla \tilde{\pi}=\operatorname{div} \tilde{\mathbb{F}} \quad \text { and } \quad \operatorname{div} \tilde{\boldsymbol{u}}=\tilde{h} \quad \text { in } \mathbb{R}^{N},
$$

provided the condition $\operatorname{div} \tilde{\mathbb{F}} \perp \mathcal{P}_{\left[1-N / p^{\prime}\right]}$ is fulfilled. If $1-N / p^{\prime}<0$, we obviously have $\mathcal{P}_{\left[1-N / p^{\prime}\right]}=\{\boldsymbol{0}\}$, thus the condition vanishes. If $1-N / p^{\prime} \geqslant 0$, then we have $\mathcal{P}_{\left[1-N / p^{\prime}\right]}=\mathbb{R}^{N}$ and this condition is equivalent to

$$
\forall i=1, \ldots, N, \quad\left\langle\operatorname{div} \tilde{\boldsymbol{F}}_{i}, 1\right\rangle_{W_{0}^{-1, p}\left(\mathbb{R}^{N}\right) \times W_{0}^{1, p^{\prime}}\left(\mathbb{R}^{N}\right)}=0
$$

This is exactly the same argument as for the condition (4.9) in the previous proof. Thus the orthogonality condition is fulfilled, hence the existence of $(\tilde{\boldsymbol{u}}, \tilde{\pi}) \in \boldsymbol{W}_{0}^{1, p}\left(\mathbb{R}^{N}\right) \times L^{p}\left(\mathbb{R}^{N}\right)$ solution to problem $(\tilde{S})$, satisfying

$$
\begin{align*}
\|\tilde{\boldsymbol{u}}\|_{W_{0}^{1, p}\left(\mathbb{R}^{N}\right)}+\|\tilde{\pi}\|_{L^{p}\left(\mathbb{R}^{N}\right)} & \leqslant C\left(\|\operatorname{div} \tilde{\mathbb{F}}\|_{W_{0}^{-1, p}\left(\mathbb{R}^{N}\right)}+\|\tilde{h}\|_{L^{p}\left(\mathbb{R}^{N}\right)}\right) \\
& \leqslant C\left(\|\boldsymbol{f}\|_{W_{0}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)}+\|h\|_{L^{p}\left(\mathbb{R}_{+}^{N}\right)}\right) \tag{4.14}
\end{align*}
$$

Consequently, we can reduce the system $\left(S^{+}\right)$to the homogeneous problem

$$
\left(S^{\sharp}\right): \quad-\Delta \boldsymbol{v}+\nabla \vartheta=\mathbf{0} \quad \text { and } \quad \operatorname{div} \boldsymbol{v}=0 \quad \text { in } \mathbb{R}_{+}^{N}, \quad \boldsymbol{v}=\boldsymbol{g}^{\sharp} \quad \text { on } \Gamma,
$$

where we have set $\boldsymbol{g}^{\sharp}=\boldsymbol{g}-\left.\tilde{\boldsymbol{u}}\right|_{\Gamma} \in \boldsymbol{W}_{0}^{1-1 / p, p}(\Gamma)$. Now, thanks to Proposition 4.1, we know that $\left(S^{\sharp}\right)$ admits a unique solution $(\boldsymbol{v}, \vartheta) \in \boldsymbol{W}_{0}^{1, p}\left(\mathbb{R}_{+}^{N}\right) \times L^{p}\left(\mathbb{R}_{+}^{N}\right)$, satisfying

$$
\begin{align*}
\|\boldsymbol{v}\|_{\boldsymbol{W}_{0}^{1, p}\left(\mathbb{R}_{+}^{N}\right)}+\|\vartheta\|_{L^{p}\left(\mathbb{R}_{+}^{N}\right)} & \leqslant C\left\|\boldsymbol{g}^{\sharp}\right\|_{\boldsymbol{W}_{0}^{1-1 / p, p}(\Gamma)} \\
& \leqslant C\left(\|\boldsymbol{f}\|_{\boldsymbol{W}_{0}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)}+\|h\|_{L^{p}\left(\mathbb{R}_{+}^{N}\right)}+\|\boldsymbol{g}\|_{\boldsymbol{W}_{0}^{1-1 / p, p}(\Gamma)}\right) \tag{4.15}
\end{align*}
$$

Then, $(\boldsymbol{u}, \pi)=\left(\boldsymbol{v}+\left.\tilde{\boldsymbol{u}}\right|_{\mathbb{R}_{+}^{N}}, \vartheta+\left.\tilde{\pi}\right|_{\mathbb{R}_{+}^{N}}\right) \in \boldsymbol{W}_{0}^{1, p}\left(\mathbb{R}_{+}^{N}\right) \times L^{p}\left(\mathbb{R}_{+}^{N}\right)$ is solution to $\left(S^{+}\right)$and the estimate (4.13) is a consequence of the estimates (4.14) and (4.15). Finally, the uniqueness of the solution to $\left(S^{+}\right)$is a straightforward consequence of Proposition 4.1.

Remark 4.3. In a forthcoming work, we will show that under hypotheses of Theorem 4.2 and if moreover $\boldsymbol{f} \in \boldsymbol{W}_{0}^{-1, q}\left(\mathbb{R}_{+}^{N}\right), h \in L^{q}\left(\mathbb{R}_{+}^{N}\right)$ and $\boldsymbol{g} \in \boldsymbol{W}_{0}^{1-1 / q, q}(\Gamma)$, for any real number $q>1$, then the solution $(\boldsymbol{u}, \pi)$ given by Theorem 4.2 verifies, besides, $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{0}^{1, q}\left(\mathbb{R}_{+}^{N}\right) \times L^{q}\left(\mathbb{R}_{+}^{N}\right)$.

## 5. Strong solutions and regularity for the Stokes system in $\mathbb{R}_{+}^{\boldsymbol{N}}$

In this section, we are interested in the existence of strong solutions (and then to regular solutions, see Corollaries 5.5 and 5.7), i.e. of solutions $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{\ell+1}^{2, p}\left(\mathbb{R}_{+}^{N}\right) \times W_{\ell+1}^{1, p}\left(\mathbb{R}_{+}^{N}\right)$. Here, we limit ourselves to the two cases $\ell=0$ or $\ell=-1$. Note that in the case $\ell=0$, we have $W_{1}^{2, p}\left(\mathbb{R}_{+}^{N}\right) \hookrightarrow W_{0}^{1, p}\left(\mathbb{R}_{+}^{N}\right)$ and $W_{1}^{1, p}\left(\mathbb{R}_{+}^{N}\right) \hookrightarrow L^{p}\left(\mathbb{R}_{+}^{N}\right)$. The proposition and theorem which follow show that the generalized solution of Theorem 4.2, with a stronger hypothesis on the data, is in fact a strong solution.

Proposition 5.1. Assume that $\frac{N}{p^{\prime}} \neq 1$. For any $\boldsymbol{g} \in \boldsymbol{W}_{1}^{2-1 / p, p}(\Gamma)$, the Stokes problem (4.1)-(4.3) has a unique solution $(\boldsymbol{u}, \pi) \in W_{1}^{2, p}\left(\mathbb{R}_{+}^{N}\right) \times W_{1}^{1, p}\left(\mathbb{R}_{+}^{N}\right)$, with the estimate

$$
\|\boldsymbol{u}\|_{W_{1}^{2, p}\left(\mathbb{R}_{+}^{N}\right)}^{2}+\|\pi\|_{W_{1}^{1, p}\left(\mathbb{R}_{+}^{N}\right)} \leqslant C\|\boldsymbol{g}\|_{W_{1}^{2-1 / p, p}(\Gamma)} .
$$

Proof. The arguments for the estimate are unchanged with respect to the proof of Proposition 4.1. For the surjectivity and the uniqueness, note that we always have the imbedding $W_{1}^{2-1 / p, p}(\Gamma) \hookrightarrow W_{0}^{1-1 / p, p}(\Gamma)$. By Proposition 4.1, we can deduce that problem (4.1)-(4.3)
admits a unique solution $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{0}^{1, p}\left(\mathbb{R}_{+}^{N}\right) \times L^{p}\left(\mathbb{R}_{+}^{N}\right)$, satisfying the estimate (4.4). Then, it suffices to go back to the proof of Proposition 4.1 and to use the established results about problems $(\mathcal{P}),(\mathcal{Q})$ and $(\mathcal{R})$, to show that in fact $(\boldsymbol{u}, \pi) \in W_{1}^{2, p}\left(\mathbb{R}_{+}^{N}\right) \times W_{1}^{1, p}\left(\mathbb{R}_{+}^{N}\right)$. In order, for problem $(\mathcal{P})$, we find $u_{N} \in W_{1}^{2, p}\left(\mathbb{R}_{+}^{N}\right)$ (see [7, Lemma 4.9]); for problem ( $\mathcal{Q}$ ), thanks to Theorem 3.4, we find $\pi \in W_{1}^{1, p}\left(\mathbb{R}_{+}^{N}\right)$; for problem $(\mathcal{R})$, we find $\boldsymbol{u}^{\prime} \in W_{1}^{2, p}\left(\mathbb{R}_{+}^{N}\right)^{N-1}$ (see [5, Theorem 3.3]). Note that for these three results, the condition $N / p^{\prime} \neq 1$ is always necessary.

Now, we can study the strong solutions for the complete problem $\left(S^{+}\right)$. As for the generalized solutions, we will show that it is equivalent to a homogeneous problem, solved by Proposition 5.1. The following theorem was established in the case $N=3, p=2$, by Maz'ya, Plamenevskiĭ and Stupyalis (see [18]).

Theorem 5.2. Assume that $\frac{N}{p^{\prime}} \neq 1$. For any $\boldsymbol{f} \in \boldsymbol{W}_{1}^{0, p}\left(\mathbb{R}_{+}^{N}\right), h \in W_{1}^{1, p}\left(\mathbb{R}_{+}^{N}\right)$ and $\boldsymbol{g} \in$ $\boldsymbol{W}_{1}^{2-1 / p, p}(\Gamma)$, problem $\left(S^{+}\right)$admits a unique solution $(\boldsymbol{u}, \pi)$ which belongs to $\boldsymbol{W}_{1}^{2, p}\left(\mathbb{R}_{+}^{N}\right) \times$ $W_{1}^{1, p}\left(\mathbb{R}_{+}^{N}\right)$, with the estimate

$$
\|\boldsymbol{u}\|_{W_{1}^{2, p}\left(\mathbb{R}_{+}^{N}\right)}+\|\pi\|_{W_{1}^{1, p}\left(\mathbb{R}_{+}^{N}\right)} \leqslant C\left(\|\boldsymbol{f}\|_{W_{1}^{0, p}\left(\mathbb{R}_{+}^{N}\right)}+\|h\|_{W_{1}^{1, p}\left(\mathbb{R}_{+}^{N}\right)}+\|\boldsymbol{g}\|_{W_{1}^{2-1 / p, p}(\Gamma)}\right) .
$$

Proof. Here again, the arguments for the estimate are unchanged with respect to the proof of Theorem 4.2. For the surjectivity and the uniqueness, note that the imbedding $W_{1}^{0, p}\left(\mathbb{R}_{+}^{N}\right) \hookrightarrow W_{0}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)$ holds if $N / p^{\prime} \neq 1$. Moreover, we have $W_{1}^{1, p}\left(\mathbb{R}_{+}^{N}\right) \hookrightarrow L^{p}\left(\mathbb{R}_{+}^{N}\right)$ and $W_{1}^{2-1 / p, p}(\Gamma) \hookrightarrow W_{0}^{1-1 / p, p}(\Gamma)$. Thus, thanks to Theorem 4.2, we know that problem $\left(S^{+}\right)$admits a unique solution $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{0}^{1, p}\left(\mathbb{R}_{+}^{N}\right) \times L^{p}\left(\mathbb{R}_{+}^{N}\right)$, satisfying the estimate (4.13). To show that $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{1}^{2, p}\left(\mathbb{R}_{+}^{N}\right) \times W_{1}^{1, p}\left(\mathbb{R}_{+}^{N}\right)$, we want to find an extension $\tilde{\boldsymbol{f}}$ of $\boldsymbol{f}$ to $\mathbb{R}^{N}$, such that the orthogonality condition for the extended problem to the whole space ( $\tilde{S}$ ) holds. To this end, we still can write $\boldsymbol{f}=\operatorname{div} \mathbb{F}$. Indeed, if $N / p^{\prime} \neq 1$, for any $\boldsymbol{f} \in \boldsymbol{W}_{1}^{0, p}\left(\mathbb{R}_{+}^{N}\right)$, the Dirichlet problem

$$
\Delta \boldsymbol{w}=\boldsymbol{f} \quad \text { in } \mathbb{R}_{+}^{N}, \quad \boldsymbol{w}=\mathbf{0} \quad \text { in } \Gamma
$$

admits a unique solution $\boldsymbol{w} \in \boldsymbol{W}_{1}^{2, p}\left(\mathbb{R}_{+}^{N}\right)$ (see [5, Theorem 3.3]). So, if we consider $\mathbb{F}=\nabla \boldsymbol{w} \in$ $\boldsymbol{W}_{1}^{1, p}\left(\mathbb{R}_{+}^{N}\right)^{N}$, we have $\boldsymbol{f}=\operatorname{div} \mathbb{F}$. Now, it suffices to go back to the proof of Theorem 4.2. Here again, we know that there exists a continuous linear extension operator from $W_{1}^{1, p}\left(\mathbb{R}_{+}^{N}\right)$ to $W_{1}^{1, p}\left(\mathbb{R}^{N}\right)$, so we get $\tilde{\boldsymbol{f}}=\operatorname{div} \tilde{\mathbb{F}} \in \boldsymbol{W}_{1}^{0, p}\left(\mathbb{R}^{N}\right)$ and $\tilde{h} \in W_{1}^{1, p}\left(\mathbb{R}^{N}\right)$, hence the extended problem $(\tilde{S})$, which has, by Theorem 2.4, a solution $(\tilde{\boldsymbol{u}}, \tilde{\pi}) \in \boldsymbol{W}_{1}^{2, p}\left(\mathbb{R}^{N}\right) \times W_{1}^{1, p}\left(\mathbb{R}^{N}\right)$. Then, we obtain the equivalent problem $\left(S^{\sharp}\right)$ with $\boldsymbol{g}^{\sharp} \in \boldsymbol{W}_{1}^{2-1 / p, p}(\Gamma)$ and this problem is solved by Proposition 5.1.

Remark 5.3. To give a variant to this proof, we also can consider the extension $\tilde{f} \in W_{1}^{0, p}\left(\mathbb{R}^{N}\right)$ of $\boldsymbol{f}$ to $\mathbb{R}^{N}$ defined by

$$
\tilde{\boldsymbol{f}}\left(x^{\prime}, x_{N}\right)= \begin{cases}\boldsymbol{f}\left(x^{\prime}, x_{N}\right) & \text { if } x_{N}>0 \\ -\boldsymbol{f}\left(x^{\prime},-x_{N}\right) & \text { if } x_{N}<0,\end{cases}
$$

and $\tilde{h} \in W_{1}^{1, p}\left(\mathbb{R}^{N}\right)$ an extension of $h$ to $\mathbb{R}^{N}$. Then by Theorem 2.4 , there exists $(\tilde{\boldsymbol{u}}, \tilde{\pi})$ solution to the problem

$$
(\tilde{S}): \quad-\Delta \tilde{\boldsymbol{u}}+\nabla \tilde{\pi}=\tilde{\boldsymbol{f}} \quad \text { and } \quad \operatorname{div} \tilde{\boldsymbol{u}}=\tilde{h} \quad \text { in } \mathbb{R}^{N},
$$

provided the orthogonality condition $\tilde{\boldsymbol{f}} \perp \mathcal{P}_{\left[1-N / p^{\prime}\right]}$ is fulfilled. Here again, if $1-N / p^{\prime}<0$ this condition vanishes and if $1-N / p^{\prime}>0$, we have

$$
\forall i=1, \ldots, N, \quad \int_{\mathbb{R}^{N}} \tilde{\boldsymbol{f}}_{i}\left(x^{\prime}, x_{N}\right) \mathrm{d} x=0 .
$$

Thus the orthogonality condition holds. The rest of the proof is identical.
Remark 5.4. Similarly to Remark 4.3, we could show that under hypotheses of Theorem 5.2 and if moreover $\boldsymbol{f} \in \boldsymbol{W}_{1}^{0, q}\left(\mathbb{R}_{+}^{N}\right), h \in W_{1}^{1, q}\left(\mathbb{R}_{+}^{N}\right)$ and $\boldsymbol{g} \in \boldsymbol{W}_{1}^{2-1 / q, q}(\Gamma)$, with an arbitrary real number $q>1$, then the solution $(\boldsymbol{u}, \pi)$ given by Theorem 4.2 verifies, besides, $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{1}^{2, q}\left(\mathbb{R}_{+}^{N}\right) \times$ $W_{1}^{1, q}\left(\mathbb{R}_{+}^{N}\right)$.

We will now establish a global regularity result of solutions to the Stokes system $\left(S^{+}\right)$, which includes the case of strong solutions and which rests on Theorem 4.2 and a regularity argument.

Corollary 5.5. Let $m \in \mathbb{N}$ and assume that $\frac{N}{p^{\prime}} \neq 1$ if $m \geqslant 1$. For any $\boldsymbol{f} \in \boldsymbol{W}_{m}^{m-1, p}\left(\mathbb{R}_{+}^{N}\right)$, $h \in W_{m}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$ and $\boldsymbol{g} \in \boldsymbol{W}_{m}^{m+1-1 / p, p}(\Gamma)$, problem $\left(S^{+}\right)$admits a unique solution $(\boldsymbol{u}, \pi) \in$ $\boldsymbol{W}_{m}^{m+1, p}\left(\mathbb{R}_{+}^{N}\right) \times W_{m}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$, with the estimate

$$
\begin{aligned}
& \|\boldsymbol{u}\|_{W_{m}^{m+1, p}\left(\mathbb{R}_{+}^{N}\right)}+\|\pi\|_{W_{m}^{m, p}\left(\mathbb{R}_{+}^{N}\right)} \\
& \quad \leqslant C\left(\|\boldsymbol{f}\|_{W_{m}^{m-1, p}\left(\mathbb{R}_{+}^{N}\right)}+\|h\|_{W_{m}^{m, p}\left(\mathbb{R}_{+}^{N}\right)}+\|\boldsymbol{g}\|_{W_{m}^{m+1-1 / p, p}(\Gamma)}\right)
\end{aligned}
$$

Proof. Since we have $W_{m}^{m-1, p}\left(\mathbb{R}_{+}^{N}\right) \hookrightarrow W_{0}^{-1, p}\left(\mathbb{R}_{+}^{N}\right), W_{m}^{m, p}\left(\mathbb{R}_{+}^{N}\right) \hookrightarrow L^{p}\left(\mathbb{R}_{+}^{N}\right)$ and $W_{m}^{m+1-1 / p, p}(\Gamma) \hookrightarrow W_{0}^{1-1 / p, p}(\Gamma)$, thanks to Theorem 4.2, we know that problem $\left(S^{+}\right)$admits a unique solution $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{0}^{1, p}\left(\mathbb{R}_{+}^{N}\right) \times L^{p}\left(\mathbb{R}_{+}^{N}\right)$. We will show by induction that

$$
\begin{align*}
& (\boldsymbol{f}, h, \boldsymbol{g}) \in \boldsymbol{W}_{m}^{m-1, p}\left(\mathbb{R}_{+}^{N}\right) \times W_{m}^{m, p}\left(\mathbb{R}_{+}^{N}\right) \times \boldsymbol{W}_{m}^{m+1-1 / p, p}(\Gamma) \\
& \quad \Rightarrow \quad(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{m}^{m+1, p}\left(\mathbb{R}_{+}^{N}\right) \times W_{m}^{m, p}\left(\mathbb{R}_{+}^{N}\right) \tag{5.1}
\end{align*}
$$

For $m=0$, (5.1) is true. Assume that (5.1) is true for $0,1, \ldots, m$ and suppose that $(\boldsymbol{f}, h, \boldsymbol{g}) \in$ $\boldsymbol{W}_{m+1}^{m, p}\left(\mathbb{R}_{+}^{N}\right) \times W_{m+1}^{m+1, p}\left(\mathbb{R}_{+}^{N}\right) \times \boldsymbol{W}_{m+1}^{m+2-1 / p, p}(\Gamma)$. Let us prove that $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{m+1}^{m+2, p}\left(\mathbb{R}_{+}^{N}\right) \times$ $W_{m+1}^{m+1, p}\left(\mathbb{R}_{+}^{N}\right)$. Since $W_{m+1}^{m, p}\left(\mathbb{R}_{+}^{N}\right) \hookrightarrow W_{m}^{m-1, p}\left(\mathbb{R}_{+}^{N}\right), W_{m+1}^{m+1, p}\left(\mathbb{R}_{+}^{N}\right) \hookrightarrow W_{m}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$ and $W_{m+1}^{m+2-1 / p, p}(\Gamma) \hookrightarrow W_{m}^{m+1-1 / p, p}(\Gamma)$, we know that $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{m}^{m+1, p}\left(\mathbb{R}_{+}^{N}\right) \times W_{m}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$ thanks to the induction hypothesis. Now, for any $i \in\{1, \ldots, N-1\}$, we have

$$
\begin{aligned}
& -\Delta\left(\varrho \partial_{i} \boldsymbol{u}\right)+\nabla\left(\varrho \partial_{i} \pi\right) \\
& \quad=\varrho \partial_{i} \boldsymbol{f}+\frac{2}{\varrho} x . \nabla \partial_{i} \boldsymbol{u}+\left(\frac{N-1}{\varrho}+\frac{1}{\varrho^{3}}\right) \partial_{i} \boldsymbol{u}+\frac{1}{\varrho} x \partial_{i} \pi .
\end{aligned}
$$

Thus, $-\Delta\left(\varrho \partial_{i} \boldsymbol{u}\right)+\nabla\left(\varrho \partial_{i} \pi\right) \in \boldsymbol{W}_{m}^{m-1, p}\left(\mathbb{R}_{+}^{N}\right)$. Moreover,

$$
\operatorname{div}\left(\varrho \partial_{i} \boldsymbol{u}\right)=\frac{1}{\varrho} x \partial_{i} \boldsymbol{u}+\varrho \partial_{i} h .
$$

Thus, $\operatorname{div}\left(\varrho \partial_{i} \boldsymbol{u}\right) \in W_{m}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$. We also have $\gamma_{0}\left(\varrho \partial_{i} \boldsymbol{u}\right)=\varrho^{\prime} \partial_{i} \gamma_{0} \boldsymbol{u}=\varrho^{\prime} \partial_{i} \boldsymbol{g} \in \boldsymbol{W}_{m}^{m+1-1 / p, p}(\Gamma)$. So, by induction hypothesis, we can deduce that

$$
\forall i \in\{1, \ldots, N-1\}, \quad\left(\partial_{i} \boldsymbol{u}, \partial_{i} \pi\right) \in \boldsymbol{W}_{m+1}^{m+1, p}\left(\mathbb{R}_{+}^{N}\right) \times W_{m+1}^{m, p}\left(\mathbb{R}_{+}^{N}\right)
$$

It remains to prove that $\left(\partial_{N} \boldsymbol{u}, \partial_{N} \pi\right) \in \boldsymbol{W}_{m+1}^{m+1, p}\left(\mathbb{R}_{+}^{N}\right) \times W_{m+1}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$. For that, let us observe that for any $i \in\{1, \ldots, N-1\}$, we have

$$
\begin{aligned}
\partial_{i} \partial_{N} \boldsymbol{u} & =\partial_{N} \partial_{i} \boldsymbol{u} \in \boldsymbol{W}_{m+1}^{m, p}\left(\mathbb{R}_{+}^{N}\right), \\
\partial_{N}^{2} u_{i} & =-\Delta^{\prime} u_{i}+\partial_{i} \pi-f_{i} \in W_{m+1}^{m, p}\left(\mathbb{R}_{+}^{N}\right), \\
\partial_{N}^{2} u_{N} & =\partial_{N} h-\partial_{N} \operatorname{div}^{\prime} \boldsymbol{u}^{\prime} \in W_{m+1}^{m, p}\left(\mathbb{R}_{+}^{N}\right), \\
\partial_{N} \pi & =f_{N}+\Delta u_{N} \in W_{m+1}^{m, p}\left(\mathbb{R}_{+}^{N}\right) .
\end{aligned}
$$

Hence, $\nabla\left(\partial_{N} \boldsymbol{u}\right) \in \boldsymbol{W}_{m+1}^{m, p}\left(\mathbb{R}_{+}^{N}\right)^{N}$ and knowing that $\partial_{N} \boldsymbol{u} \in \boldsymbol{W}_{m}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$, we can deduce that $\partial_{N} \boldsymbol{u} \in$ $\boldsymbol{W}_{m+1}^{m+1, p}\left(\mathbb{R}_{+}^{N}\right)$, according to definition (2.1). Consequently, we have $\nabla \boldsymbol{u} \in \boldsymbol{W}_{m+1}^{m+1, p}\left(\mathbb{R}_{+}^{N}\right)^{N}$. Likewise, we have $\nabla \pi \in \boldsymbol{W}_{m+1}^{m, p}\left(\mathbb{R}_{+}^{N}\right)$. Finally, we can conclude that $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{m+1}^{m+2, p}\left(\mathbb{R}_{+}^{N}\right) \times$ $W_{m+1}^{m+1, p}\left(\mathbb{R}_{+}^{N}\right)$.

Now, we examine the basic case $\ell=-1$, corresponding to $f \in \boldsymbol{L}^{p}\left(\mathbb{R}_{+}^{N}\right)$. More precisely, we have the following result, corresponding to Theorem 5.2:

Theorem 5.6. For any $\boldsymbol{f} \in \boldsymbol{L}^{p}\left(\mathbb{R}_{+}^{N}\right), h \in W_{0}^{1, p}\left(\mathbb{R}_{+}^{N}\right)$ and $\boldsymbol{g} \in \boldsymbol{W}_{0}^{2-1 / p, p}(\Gamma)$, problem $\left(S^{+}\right)$admits a solution $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{0}^{2, p}\left(\mathbb{R}_{+}^{N}\right) \times W_{0}^{1, p}\left(\mathbb{R}_{+}^{N}\right)$, unique if $N>p$, unique up to an element of $\left(\mathbb{R} x_{N}\right)^{N-1} \times\{0\} \times \mathbb{R}$ if $N \leqslant p$, with the following estimate if $N \leqslant p$ (eliminate $(\lambda, \mu)$ if $\left.N>p\right)$ :

$$
\begin{aligned}
& \inf _{(\lambda, \mu) \in\left(\mathbb{R} x_{N}\right)^{N-1} \times\{0\} \times \mathbb{R}}\left(\|\boldsymbol{u}+\lambda\|_{W_{0}^{2, p}\left(\mathbb{R}_{+}^{N}\right)}+\|\pi+\mu\|_{W_{0}^{1, p}\left(\mathbb{R}_{+}^{N}\right)}\right) \\
& \quad \leqslant C\left(\|\boldsymbol{f}\|_{L^{p}\left(\mathbb{R}_{+}^{N}\right)}+\|h\|_{W_{0}^{1, p}\left(\mathbb{R}_{+}^{N}\right)}+\|\boldsymbol{g}\|_{\boldsymbol{W}_{0}^{2-1 / p, p}(\Gamma)}\right) .
\end{aligned}
$$

Proof. The idea is to go back to the proof of Theorem 4.2 and we will throw light on the modifications. In contrast to Theorem 5.2, the extension $\tilde{f}$ of $f$ is of no importance because there is no orthogonality condition for the extended problem ( $\tilde{S}$ ) (see Theorem 2.4). Then, we get the reduced problem $\left(S^{\sharp}\right)$. Now, to solve $\left(S^{\sharp}\right)$, this is the proof of Proposition 4.1. Problem ( $\mathcal{P}$ )
yields a unique $u_{N} \in W_{0}^{2, p}\left(\mathbb{R}_{+}^{N}\right)$, problem ( $\mathcal{Q}$ ) gives $\pi \in W_{0}^{1, p}\left(\mathbb{R}_{+}^{N}\right)$ unique up to an element of $\mathcal{N}_{[1-N / p]}^{\Delta}$; and $(\mathcal{R})$ yields $\boldsymbol{u}^{\prime} \in W_{0}^{2, p}\left(\mathbb{R}_{+}^{N}\right)^{N-1}$ unique up to an element of $\left(\mathcal{A}_{[2-N / p]}^{\Delta}\right)^{N-1}$. The point (3) of the proof is identical for all $N$ and $p$ (the kernels of the two Dirichlet problems are always reduced to zero). The last point concerns the kernel of the operator associated to this problem. If $N>p$, it is clearly reduced to zero and if $N \leqslant p$, we have $\mathcal{A}_{[2-N / p]}^{\Delta}=\mathbb{R} x_{N}$ and $\mathcal{N}_{[1-N / p]}^{\Delta}=\mathcal{P}_{[1-N / p]}=\mathbb{R}$.

Thanks to the corresponding imbeddings, we can give a regularity result with the same proof as Corollary 5.5.

Corollary 5.7. Let $m \in \mathbb{N}$. For any $\boldsymbol{f} \in \boldsymbol{W}_{m}^{m, p}\left(\mathbb{R}_{+}^{N}\right), h \in W_{m}^{m+1, p}\left(\mathbb{R}_{+}^{N}\right)$ and $\boldsymbol{g} \in \boldsymbol{W}_{m}^{m+2-1 / p, p}(\Gamma)$, problem $\left(S^{+}\right)$admits a solution $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{m}^{m+2, p}\left(\mathbb{R}_{+}^{N}\right) \times W_{m}^{m+1, p}\left(\mathbb{R}_{+}^{N}\right)$, unique if $N>p$, unique up to an element of $\left(\mathbb{R} x_{N}\right)^{N-1} \times\{0\} \times \mathbb{R}$ if $N \leqslant p$, with the following estimate if $N \leqslant p$ (eliminate $(\lambda, \mu)$ if $N>p)$ :

$$
\begin{aligned}
& \left.\inf _{(\lambda, \mu) \in\left(\mathbb{R}_{x_{N}}\right)^{N-1} \times\{0\} \times \mathbb{R}^{( }\|\boldsymbol{u}+\lambda\|_{W_{m}^{m+2, p}}\left(\mathbb{R}_{+}^{N}\right)}+\|\pi+\mu\|_{W_{m}^{m+1, p}\left(\mathbb{R}_{+}^{N}\right)}\right) \\
& \leqslant C\left(\|\boldsymbol{f}\|_{W_{m}^{m, p}\left(\mathbb{R}_{+}^{N}\right)}+\|h\|_{W_{m}^{m+1, p}\left(\mathbb{R}_{+}^{N}\right)}+\|\boldsymbol{g}\|_{W_{m}^{m+2-1 / p, p}(\Gamma)}\right) .
\end{aligned}
$$

## 6. Very weak solutions for the Stokes system

The aim of this section is to study the Stokes problem with singular data on the boundary. For that, we will adapt a method employed in bounded domains (see [2, Section 4.2]). At first, we must give a meaning to singular data for the Stokes problem in the half-space. More precisely, we want to show that a boundary condition of the form $\boldsymbol{g} \in \boldsymbol{W}_{\ell-1}^{-1 / p, p}(\Gamma)$ is meaningful. In mind of this paper, we limit ourselves to the two cases $\ell=0$ or $\ell=1$, i.e. to $\boldsymbol{g} \in \boldsymbol{W}_{-1}^{-1 / p, p}(\Gamma)$ corresponding to a solution $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{-1}^{0, p}\left(\mathbb{R}_{+}^{N}\right) \times W_{-1}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)$, or $\boldsymbol{g} \in \boldsymbol{W}_{0}^{-1 / p, p}(\Gamma)$ corresponding to $(\boldsymbol{u}, \pi) \in \boldsymbol{L}^{p}\left(\mathbb{R}_{+}^{N}\right) \times W_{0}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)$. In that way, for every $\ell \in \mathbb{Z}$, we introduce the space

$$
\boldsymbol{M}_{\ell}\left(\mathbb{R}_{+}^{N}\right)=\left\{\boldsymbol{u} \in \boldsymbol{W}_{-\ell+1}^{2, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right) ; \boldsymbol{u}=\mathbf{0} \text { and } \operatorname{div} \boldsymbol{u}=0 \text { on } \Gamma\right\} .
$$

Lemma 6.1. For any $\ell \in \mathbb{Z}$, we have the identity

$$
\begin{equation*}
\boldsymbol{M}_{\ell}\left(\mathbb{R}_{+}^{N}\right)=\left\{\boldsymbol{u} \in \boldsymbol{W}_{-\ell+1}^{2, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right) ; \boldsymbol{u}=\mathbf{0} \text { and } \partial_{N} u_{N}=0 \text { on } \Gamma\right\} \tag{6.1}
\end{equation*}
$$

and the range space of the normal derivative $\gamma_{1}: \boldsymbol{M}_{\ell}\left(\mathbb{R}_{+}^{N}\right) \rightarrow \boldsymbol{W}_{-\ell+1}^{1 / p, p^{\prime}}(\Gamma)$ is

$$
\begin{equation*}
\boldsymbol{Z}_{\ell}(\Gamma)=\left\{\boldsymbol{w} \in \boldsymbol{W}_{-\ell+1}^{1 / p, p^{\prime}}(\Gamma) ; w_{N}=0 \text { on } \Gamma\right\} . \tag{6.2}
\end{equation*}
$$

Proof. Let $\boldsymbol{u} \in \boldsymbol{W}_{-\ell+1}^{2, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$ such that $\boldsymbol{u}=\mathbf{0}$ on $\Gamma$. Then $\operatorname{div} \boldsymbol{u}=\partial_{N} u_{N}$ on $\Gamma$ and the identity (6.1) holds.

Moreover, it is clear that $\operatorname{Im} \gamma_{1} \subset \boldsymbol{Z}_{\ell}(\Gamma)$. Conversely, given $\boldsymbol{w} \in \boldsymbol{Z}_{\ell}(\Gamma)$, by Lemma 2.2, there exists $\boldsymbol{u} \in \boldsymbol{W}_{-\ell+1}^{2, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$ such that $\boldsymbol{u}=\mathbf{0}$ and $\partial_{N} \boldsymbol{u}=\boldsymbol{w}$ on $\Gamma$. Since $w_{N}=0$ on $\Gamma$, we have $\boldsymbol{u} \in \boldsymbol{M}_{\ell}\left(\mathbb{R}_{+}^{N}\right)$ and $\boldsymbol{w} \in \mathcal{I} m \gamma_{1}$.

For any open subset $\Omega$ of $\mathbb{R}$, we also define the space

$$
\boldsymbol{W}_{-\ell}^{1, p^{\prime}}(\operatorname{div} ; \Omega)=\left\{\boldsymbol{v} \in \boldsymbol{W}_{-\ell}^{1, p^{\prime}}(\Omega) ; \operatorname{div} \boldsymbol{v} \in W_{-\ell+1}^{1, p^{\prime}}(\Omega)\right\},
$$

which is a reflexive Banach space for the norm

$$
\|\boldsymbol{v}\|_{\boldsymbol{W}_{-\ell}^{1, p^{\prime}}(\operatorname{div} ; \Omega)}=\|\boldsymbol{v}\|_{W_{-\ell}^{1, p^{\prime}}(\Omega)}+\|\operatorname{div} \boldsymbol{v}\|_{W_{-\ell+1}^{1, p^{\prime}}(\Omega)} ;
$$

and the following subspace of $\boldsymbol{W}_{-\ell}^{1, p^{\prime}}\left(\right.$ div $\left.; \mathbb{R}_{+}^{N}\right)$

$$
\boldsymbol{X}_{\ell}\left(\mathbb{R}_{+}^{N}\right)=\left\{\boldsymbol{v} \in \stackrel{\circ}{W}_{-\ell}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right) ; \operatorname{div} \boldsymbol{v} \in \stackrel{\circ}{W}_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)\right\} .
$$

Lemma 6.2. For any $\ell \in \mathbb{Z}$, the space $\mathcal{D}\left(\mathbb{R}_{+}^{N}\right)$ is dense in $\boldsymbol{X}_{\ell}\left(\mathbb{R}_{+}^{N}\right)$.
Proof. Let $\boldsymbol{v} \in \boldsymbol{X}_{\ell}\left(\mathbb{R}_{+}^{N}\right)$ and $\tilde{\boldsymbol{v}}$ be the extension by $\mathbf{0}$ of $\boldsymbol{v}$ to $\mathbb{R}^{N}$, then we have $\tilde{\boldsymbol{v}} \in$ $\boldsymbol{W}_{-\ell}^{1, p^{\prime}}\left(\operatorname{div} ; \mathbb{R}^{N}\right)$.

We begin to apply the cut off functions $\phi_{k}$, defined on $\mathbb{R}^{N}$ for any $k \in \mathbb{N}$, by

$$
\phi_{k}(x)= \begin{cases}\phi\left(\frac{k}{\ln |x|}\right), & \text { if }|x|>1 \\ 1, & \text { otherwise }\end{cases}
$$

where $\phi \in \mathcal{C}^{\infty}([0, \infty[)$ is such that

$$
\phi(t)=0, \quad \text { if } t \in[0,1] ; \quad 0 \leqslant \phi(t) \leqslant 1, \quad \text { if } t \in[1,2] ; \quad \phi(t)=1, \quad \text { if } t \geqslant 2 .
$$

Note that this truncation process is adapted to the logarithmic weights (see Lemma 7.1 in [3]). Then we have

$$
\phi_{k} \tilde{\boldsymbol{v}}=\tilde{\boldsymbol{v}}_{k} \underset{k \rightarrow \infty}{\rightarrow} \tilde{\boldsymbol{v}} \quad \text { in } \boldsymbol{W}_{-\ell}^{1, p^{\prime}}\left(\mathbb{R}^{N}\right)
$$

and

$$
\operatorname{div}\left(\phi_{k} \tilde{\boldsymbol{v}}\right)=\phi_{k} \operatorname{div} \tilde{\boldsymbol{v}}+\tilde{\boldsymbol{v}} \cdot \nabla \phi_{k} \underset{k \rightarrow \infty}{\rightarrow} \operatorname{div} \tilde{\boldsymbol{v}} \quad \text { in } W_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}^{N}\right)
$$

Now, for any real number $\theta>0$ and $x \in \mathbb{R}^{N}$, we set $\tilde{\boldsymbol{v}}_{k, \theta}(x)=\tilde{\boldsymbol{v}}_{k}\left(x-\theta e_{N}\right)$. Then $\tilde{\boldsymbol{v}}_{k, \theta} \in$ $\boldsymbol{W}_{-\ell}^{1, p^{\prime}}\left(\operatorname{div} ; \mathbb{R}^{N}\right)$ and $\operatorname{supp} \tilde{\boldsymbol{v}}_{k, \theta}$ is compact in $\mathbb{R}_{+}^{N}$, moreover

$$
\lim _{\theta \rightarrow 0} \tilde{\boldsymbol{v}}_{k, \theta}=\tilde{\boldsymbol{v}}_{k} \quad \text { in } \boldsymbol{W}_{-\ell}^{1, p^{\prime}}\left(\operatorname{div} ; \mathbb{R}^{N}\right)
$$

Consequently, for any real number $\varepsilon>0$ small enough, $\rho_{\varepsilon} * \tilde{\boldsymbol{v}}_{k, \theta} \in \mathcal{D}\left(\mathbb{R}_{+}^{N}\right)$ and

$$
\lim _{\varepsilon \rightarrow 0} \lim _{\theta \rightarrow 0} \lim _{k \rightarrow \infty} \rho_{\varepsilon} * \tilde{\boldsymbol{v}}_{k, \theta}=\tilde{\boldsymbol{v}} \quad \text { in } \boldsymbol{W}_{-\ell}^{1, p^{\prime}}\left(\operatorname{div} ; \mathbb{R}^{N}\right)
$$

where $\rho_{\varepsilon}$ is a mollifier.

Let $\boldsymbol{X}_{\ell}^{\prime}\left(\mathbb{R}_{+}^{N}\right)$ be the dual space of $\boldsymbol{X}_{\ell}\left(\mathbb{R}_{+}^{N}\right)$, we introduce the spaces

$$
\begin{aligned}
\boldsymbol{T}_{\ell}\left(\mathbb{R}_{+}^{N}\right) & =\left\{\boldsymbol{v} \in \boldsymbol{W}_{\ell-1}^{0, p}\left(\mathbb{R}_{+}^{N}\right) ; \Delta \boldsymbol{v} \in \boldsymbol{X}_{\ell}^{\prime}\left(\mathbb{R}_{+}^{N}\right)\right\}, \\
\boldsymbol{T}_{\ell, \sigma}\left(\mathbb{R}_{+}^{N}\right) & =\left\{\boldsymbol{v} \in \boldsymbol{T}_{\ell}\left(\mathbb{R}_{+}^{N}\right) ; \operatorname{div} \boldsymbol{v}=0 \text { in } \mathbb{R}_{+}^{N}\right\},
\end{aligned}
$$

which are reflexive Banach spaces for the norm

$$
\|\boldsymbol{v}\|_{\boldsymbol{T}_{\ell}\left(\mathbb{R}_{+}^{N}\right)}=\|\boldsymbol{v}\|_{\boldsymbol{W}_{\ell-1}^{0, p}\left(\mathbb{R}_{+}^{N}\right)}+\|\Delta \boldsymbol{v}\|_{\boldsymbol{X}_{\ell}^{\prime}\left(\mathbb{R}_{+}^{N}\right)}
$$

where $\|\cdot\|_{\boldsymbol{X}_{\ell}^{\prime}\left(\mathbb{R}_{+}^{N}\right)}$ denotes the dual norm of the space $\boldsymbol{X}_{\ell}^{\prime}\left(\mathbb{R}_{+}^{N}\right)$.
Lemma 6.3. Let $\ell \in \mathbb{Z}$. Under hypothesis (3.1), the space $\mathcal{D}\left(\overline{\mathbb{R}_{+}^{N}}\right)$ is dense in $\boldsymbol{T}_{\ell}\left(\mathbb{R}_{+}^{N}\right)$.
Proof. For every continuous linear form $z \in\left(\boldsymbol{T}_{\ell}\left(\mathbb{R}_{+}^{N}\right)\right)^{\prime}$, there exists a unique pair $(\boldsymbol{f}, \boldsymbol{g}) \in$ $\boldsymbol{W}_{-\ell+1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right) \times \boldsymbol{X}_{\ell}\left(\mathbb{R}_{+}^{N}\right)$, such that

$$
\begin{equation*}
\forall \boldsymbol{v} \in \boldsymbol{T}_{\ell}\left(\mathbb{R}_{+}^{N}\right), \quad\langle\boldsymbol{z}, \boldsymbol{v}\rangle=\int_{\mathbb{R}_{+}^{N}} \boldsymbol{f} \cdot \boldsymbol{v} \mathrm{~d} x+\langle\Delta \boldsymbol{v}, \boldsymbol{g}\rangle_{\boldsymbol{X}_{\ell}^{\prime}\left(\mathbb{R}_{+}^{N}\right) \times \boldsymbol{X}_{\ell}\left(\mathbb{R}_{+}^{N}\right)} \tag{6.3}
\end{equation*}
$$

Thanks to the Hahn-Banach theorem, it suffices to show that any $z$ which vanishes on $\mathcal{D}\left(\overline{\mathbb{R}_{+}^{N}}\right)$ is actually zero on $\boldsymbol{T}_{\ell}\left(\mathbb{R}_{+}^{N}\right)$. Let us suppose that $z=\mathbf{0}$ on $\mathcal{D}\left(\overline{\mathbb{R}_{+}^{N}}\right)$, thus on $\mathcal{D}\left(\mathbb{R}_{+}^{N}\right)$. Then we can deduce from (6.3) that

$$
\boldsymbol{f}+\Delta \boldsymbol{g}=\mathbf{0} \quad \text { in } \mathbb{R}_{+}^{N}
$$

hence we have $\Delta \boldsymbol{g} \in \boldsymbol{W}_{-\ell+1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right), \boldsymbol{g} \in \stackrel{\circ}{\boldsymbol{W}}_{-\ell}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$ and $\operatorname{div} \boldsymbol{g} \in \stackrel{\circ}{W}_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$. Let $\tilde{\boldsymbol{f}} \in$ $\boldsymbol{W}_{-\ell+1}^{0, p^{\prime}}\left(\mathbb{R}^{N}\right)$ and $\tilde{\boldsymbol{g}} \in \boldsymbol{W}_{-\ell}^{1, p^{\prime}}\left(\mathbb{R}^{N}\right)$ be respectively the extensions by $\mathbf{0}$ of $\boldsymbol{f}$ and $\boldsymbol{g}$ to $\mathbb{R}^{N}$. From (6.3), we get $\tilde{\boldsymbol{f}}+\Delta \tilde{\boldsymbol{g}}=\mathbf{0}$ in $\mathbb{R}^{N}$, and thus $\Delta \tilde{\boldsymbol{g}} \in \boldsymbol{W}_{-\ell+1}^{0, p^{\prime}}\left(\mathbb{R}^{N}\right)$. Now, according to the isomorphism results for $\Delta$ in $\mathbb{R}^{N}$ (see [4]), we can deduce that $\tilde{\boldsymbol{g}} \in \boldsymbol{W}_{-\ell+1}^{2, p^{\prime}}\left(\mathbb{R}^{N}\right)$, under hypothesis (3.1). Since $\tilde{\boldsymbol{g}}$ is an extension by $\mathbf{0}$, it follows that $\boldsymbol{g}=\stackrel{\circ}{\boldsymbol{W}}_{-\ell+1}^{2, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$. Then, by density of $\mathcal{D}\left(\mathbb{R}_{+}^{N}\right)$ in $\stackrel{\circ}{\boldsymbol{W}}_{-\ell+1}^{2, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$, there exists a sequence $\left(\boldsymbol{\varphi}_{k}\right)_{k \in \mathbb{N}} \subset \mathcal{D}\left(\mathbb{R}_{+}^{N}\right)$ such that $\boldsymbol{\varphi}_{k} \rightarrow \boldsymbol{g}$ in $\boldsymbol{W}_{-\ell+1}^{2, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$. Thus, for any $\boldsymbol{v} \in \boldsymbol{T}_{\ell}\left(\mathbb{R}_{+}^{N}\right)$, we have

$$
\begin{aligned}
\langle\boldsymbol{z}, \boldsymbol{v}\rangle & =-\int_{\mathbb{R}_{+}^{N}} \boldsymbol{v} \cdot \Delta \boldsymbol{g} \mathrm{~d} x+\langle\Delta \boldsymbol{v}, \boldsymbol{g}\rangle_{\boldsymbol{X}_{\ell}^{\prime}\left(\mathbb{R}_{+}^{N}\right) \times \boldsymbol{X}_{\ell}\left(\mathbb{R}_{+}^{N}\right)} \\
& =\lim _{k \rightarrow \infty}\left\{-\int_{\mathbb{R}_{+}^{N}} \boldsymbol{v} \cdot \Delta \boldsymbol{\varphi}_{k} \mathrm{~d} x+\left\langle\Delta \boldsymbol{v}, \boldsymbol{\varphi}_{k}\right\rangle_{\mathcal{D}^{\prime}\left(\mathbb{R}_{+}^{N}\right) \times \boldsymbol{\mathcal { D }}\left(\mathbb{R}_{+}^{N}\right)}\right\} \\
& =0
\end{aligned}
$$

i.e. $z$ is identically zero.

We also can show that, under hypothesis (3.1), $\left\{\boldsymbol{v} \in \mathcal{D}\left(\overline{\mathbb{R}_{+}^{N}}\right) ; \operatorname{div} \boldsymbol{v}=0\right\}$ is dense in $\boldsymbol{T}_{\ell, \sigma}\left(\mathbb{R}_{+}^{N}\right)$. To study the traces of functions which belong to $\boldsymbol{T}_{\ell, \sigma}\left(\mathbb{R}_{+}^{N}\right)$, we set

$$
\boldsymbol{W}_{\ell}^{0, p}\left(\operatorname{div} ; \mathbb{R}_{+}^{N}\right)=\left\{\boldsymbol{v} \in \boldsymbol{W}_{\ell-1}^{0, p}\left(\mathbb{R}_{+}^{N}\right) ; \operatorname{div} \boldsymbol{v} \in W_{\ell}^{0, p}\left(\mathbb{R}_{+}^{N}\right)\right\}
$$

and their normal traces are described in the following lemma:
Lemma 6.4. Assume that $\ell \in \mathbb{Z}$ with $N / p^{\prime} \neq \ell$. The linear mapping

$$
\begin{aligned}
\gamma_{e_{N}}: \mathcal{D}\left(\overline{\mathbb{R}_{+}^{N}}\right) & \longrightarrow \mathcal{D}\left(\mathbb{R}^{N-1}\right), \\
\boldsymbol{v} & \left.\longmapsto v_{N}\right|_{\Gamma}
\end{aligned}
$$

can be extended to a linear continuous mapping

$$
\gamma_{e_{N}}: \boldsymbol{W}_{\ell}^{0, p}\left(\operatorname{div} ; \mathbb{R}_{+}^{N}\right) \longrightarrow W_{\ell-1}^{-1 / p, p}(\Gamma)
$$

Moreover, we have the Green formula

$$
\begin{gather*}
\forall \boldsymbol{v} \in \boldsymbol{W}_{\ell}^{0, p}\left(\operatorname{div} ; \mathbb{R}_{+}^{N}\right), \forall \varphi \in W_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right), \\
\int_{\mathbb{R}_{+}^{N}} \boldsymbol{v} \cdot \nabla \varphi \mathrm{~d} x+\int_{\mathbb{R}_{+}^{N}} \varphi \operatorname{div} \boldsymbol{v} \mathrm{~d} x=-\left\langle v_{N}, \varphi\right\rangle_{W_{\ell-1}^{-1 / p, p}(\Gamma) \times W_{-\ell+1}^{1 / p, p^{\prime}}(\Gamma)} . \tag{6.4}
\end{gather*}
$$

Proof. Note that the assumption $N / p^{\prime} \neq \ell$ is necessary for the imbedding $W_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right) \hookrightarrow$ $W_{-\ell}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$, which is underlying in the Green formula. We will show in remark how to do without.

Here again, we can show by truncation and regularization that $\mathcal{D}\left(\overline{\mathbb{R}_{+}^{N}}\right)$ is dense in $\boldsymbol{W}_{\ell}^{0, p}\left(\operatorname{div} ; \mathbb{R}_{+}^{N}\right)$ as in [3].

Let $\boldsymbol{v} \in \mathcal{D}\left(\overline{\mathbb{R}_{+}^{N}}\right)$ and $\varphi \in \mathcal{D}\left(\overline{\mathbb{R}_{+}^{N}}\right)$, then formula (6.4) obviously holds. Since $\mathcal{D}\left(\overline{\mathbb{R}_{+}^{N}}\right)$ is dense in $W_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$ and the mapping

$$
\begin{aligned}
\gamma_{0}: W_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right) & \longrightarrow W_{-\ell+1}^{1 / p, p^{\prime}}(\Gamma), \\
\varphi & \left.\longmapsto \varphi\right|_{\Gamma}
\end{aligned}
$$

is continuous, formula (6.4) holds for every $\boldsymbol{v} \in \mathcal{D}\left(\overline{\mathbb{R}_{+}^{N}}\right)$ and $\varphi \in W_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$. By Lemma 2.2, for every $\mu \in W_{-\ell+1}^{1 / p, p^{\prime}}(\Gamma)$, there exists $\varphi \in W_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$ such that $\varphi=\mu$ on $\Gamma$, with $\|\varphi\|_{W_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)} \leqslant$ $C\|\mu\|_{W_{-\ell+1}^{1 / p, p^{\prime}}(\Gamma)}$. Consequently,

$$
\left|\left\langle v_{N}, \mu\right\rangle_{W_{\ell-1}^{-1 / p, p}(\Gamma) \times W_{-\ell+1}^{1 / p, p^{\prime}}(\Gamma)}\right| \leqslant C\|\boldsymbol{v}\|_{W_{\ell}^{0, p}\left(\text { div } ; \mathbb{R}_{+}^{N}\right.}\|\mu\|_{W_{-\ell+1}^{1 / p, p^{\prime}}(\Gamma)} .
$$

Thus

$$
\left\|v_{N}\right\|_{W_{\ell-1}^{-1 / p, p}(\Gamma)} \leqslant C\|\boldsymbol{v}\|_{W_{\ell}^{0, p}\left(\operatorname{div} ; \mathbb{R}_{+}^{N}\right)} .
$$

We can deduce that the linear mapping $\gamma_{e_{N}}$ is continuous for the norm of $\boldsymbol{W}_{\ell}^{0, p}\left(\right.$ div; $\left.\mathbb{R}_{+}^{N}\right)$. Since $\mathcal{D}\left(\overline{\mathbb{R}_{+}^{N}}\right)$ is dense in $\boldsymbol{W}_{\ell}^{0, p}\left(\operatorname{div} ; \mathbb{R}_{+}^{N}\right), \gamma_{e_{N}}$ can be extended by continuity to $\gamma_{e_{N}} \in$ $\mathcal{L}\left(\boldsymbol{W}_{\ell}^{0, p}\left(\operatorname{div} ; \mathbb{R}_{+}^{N}\right) ; W_{\ell-1}^{-1 / p, p}(\Gamma)\right)$ and formula (6.4) holds for all $\boldsymbol{v} \in \boldsymbol{W}_{\ell}^{0, p}\left(\operatorname{div} ; \mathbb{R}_{+}^{N}\right)$ and $\varphi \in$ $W_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$.

Remark 6.5. If $N / p^{\prime}=\ell$, the imbedding $W_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right) \hookrightarrow W_{-\ell}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$ fails, but in that case we have $W_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right) \hookrightarrow W_{-\ell,-1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$. Thus, it suffices to introduce the space $\boldsymbol{W}_{\ell, 1}^{0, p}\left(\operatorname{div} ; \mathbb{R}_{+}^{N}\right)=$ $\left\{\boldsymbol{v} \in \boldsymbol{W}_{\ell-1}^{0, p}\left(\mathbb{R}_{+}^{N}\right) ; \operatorname{div} \boldsymbol{v} \in W_{\ell, 1}^{0, p}\left(\mathbb{R}_{+}^{N}\right)\right\}$ instead of $\boldsymbol{W}_{\ell}^{0, p}\left(\operatorname{div} ; \mathbb{R}_{+}^{N}\right)$. Then, with the same proof, we can show that $\mathcal{D}\left(\overline{\mathbb{R}_{+}^{N}}\right)$ is dense in the space $\boldsymbol{W}_{\ell, 1}^{0, p}\left(\operatorname{div} ; \mathbb{R}_{+}^{N}\right)$ and that the mapping $\gamma_{e_{N}}$ is continuous from $\boldsymbol{W}_{\ell, 1}^{0, p}\left(\operatorname{div} ; \mathbb{R}_{+}^{N}\right)$ to $W_{\ell-1}^{-1 / p, p}(\Gamma)$, with the corresponding Green formula.

It follows that the functions $\boldsymbol{v}$ from $\boldsymbol{T}_{\ell, \sigma}\left(\mathbb{R}_{+}^{N}\right)$ are such that their normal trace $v_{N}$ belongs to $W_{\ell-1}^{-1 / p, p}(\Gamma)$. Furthermore, for any $\boldsymbol{v} \in \mathcal{D}\left(\overline{\mathbb{R}_{+}^{N}}\right)$ we have the following Green formula:

$$
\forall \varphi \in \boldsymbol{M}_{\ell}\left(\mathbb{R}_{+}^{N}\right), \quad \int_{\mathbb{R}_{+}^{N}} \Delta \boldsymbol{v} \cdot \boldsymbol{\varphi} \mathrm{~d} x=\int_{\mathbb{R}_{+}^{N}} \boldsymbol{v} \cdot \Delta \varphi \mathrm{~d} x+\int_{\Gamma} \boldsymbol{v} \cdot \partial_{N} \varphi \mathrm{~d} x^{\prime}
$$

Let us now observe that the dual space $\boldsymbol{Z}_{\ell}^{\prime}(\Gamma)$ of $\boldsymbol{Z}_{\ell}(\Gamma)$ can be identified with the space

$$
\left\{\boldsymbol{g} \in \boldsymbol{W}_{\ell-1}^{-1 / p, p}(\Gamma) ; g_{N}=0 \text { on } \Gamma\right\},
$$

and moreover that $\partial_{N} \boldsymbol{\varphi}$ sweeps $\boldsymbol{Z}_{\ell}(\Gamma)$ when $\boldsymbol{\varphi}$ sweeps $\boldsymbol{M}_{\ell}\left(\mathbb{R}_{+}^{N}\right)$. Thus, thanks to the density of $\mathcal{D}\left(\overline{\mathbb{R}_{+}^{N}}\right)$ in $\boldsymbol{T}_{\ell}\left(\mathbb{R}_{+}^{N}\right)$, we can prove that the tangential trace of functions from $\boldsymbol{T}_{\ell, \sigma}\left(\mathbb{R}_{+}^{N}\right)$ belongs to $W_{\ell-1}^{-1 / p, p}(\Gamma)$. So, their complete trace belongs to $\boldsymbol{W}_{\ell-1}^{-1 / p, p}(\Gamma)$ and we have

$$
\begin{gather*}
\forall \boldsymbol{\varphi} \in \boldsymbol{M}_{\ell}\left(\mathbb{R}_{+}^{N}\right), \forall \boldsymbol{v} \in \boldsymbol{T}_{\ell, \sigma}\left(\mathbb{R}_{+}^{N}\right), \\
\langle\Delta \boldsymbol{v}, \boldsymbol{\varphi}\rangle_{\boldsymbol{X}_{\ell}^{\prime} \times \boldsymbol{X}_{\ell}}=\langle\boldsymbol{v}, \Delta \boldsymbol{\varphi}\rangle_{\boldsymbol{W}_{\ell-1}^{0, p} \times \boldsymbol{W}_{-\ell+1}^{0, p^{\prime}}}+\left\langle\boldsymbol{v}, \partial_{N} \boldsymbol{\varphi}\right\rangle_{\boldsymbol{W}_{\ell-1}^{-1 / p, p} \times \boldsymbol{W}_{-\ell+1}^{1 / p, p^{\prime}}} . \tag{6.5}
\end{gather*}
$$

Remark. Here again, if $N / p^{\prime}=\ell$, we must add a logarithmic factor in the definition of $X_{\ell}\left(\mathbb{R}_{+}^{N}\right)$ to have the good imbedding.

We now can solve the homogeneous Stokes problem with singular boundary conditions. We will give separately the results for $\ell=0$ and $\ell=1$. The proofs are quite similar and we will just detail the first case. The following proposition and corollary yield the existence of very weak solutions when the data are singular, so extending Proposition 4.1. Note that $W_{0}^{1, p}\left(\mathbb{R}_{+}^{N}\right) \hookrightarrow$ $W_{-1}^{0, p}\left(\mathbb{R}_{+}^{N}\right)$ and $W_{0}^{1-1 / p, p}(\Gamma) \hookrightarrow W_{-1}^{-1 / p, p}(\Gamma)$ if $N \neq p$.

Proposition 6.6. Assume that $\frac{N}{p} \neq 1$. For any $\boldsymbol{g} \in \boldsymbol{W}_{-1}^{-1 / p, p}(\Gamma)$ such that $g_{N}=0$, the Stokes problem (4.1)-(4.3) has a unique solution $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{-1}^{0, p}\left(\mathbb{R}_{+}^{N}\right) \times W_{-1}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)$, with the estimate

$$
\|\boldsymbol{u}\|_{\boldsymbol{W}_{-1}^{0, p}\left(\mathbb{R}_{+}^{N}\right)}+\|\pi\|_{W_{-1}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)} \leqslant C\|\boldsymbol{g}\|_{\boldsymbol{W}_{-1}^{-1 / p, p}(\Gamma)} .
$$

Proof. (1) We will first show that if the pair $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{-1}^{0, p}\left(\mathbb{R}_{+}^{N}\right) \times W_{-1}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)$ satisfies (4.1) and (4.2), then we have $\boldsymbol{u} \in \boldsymbol{T}_{0, \sigma}\left(\mathbb{R}_{+}^{N}\right)$ and thus the boundary condition (4.3) makes sense. With this aim, thanks to Lemma 6.2 , observe that if $\pi \in W_{-1}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)$, then we have $\nabla \pi \in X_{0}^{\prime}\left(\mathbb{R}_{+}^{N}\right)$ and

$$
\|\nabla \pi\|_{X_{0}^{\prime}\left(\mathbb{R}_{+}^{N}\right)} \leqslant C\|\pi\|_{W_{-1}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)}
$$

So, we have $\Delta \boldsymbol{u} \in \boldsymbol{X}_{0}^{\prime}\left(\mathbb{R}_{+}^{N}\right)$ and the trace $\gamma_{0} \boldsymbol{u} \in \boldsymbol{W}_{-1}^{-1 / p, p}(\Gamma)$.
(2) Let us show that the problem (4.1)-(4.3) with $g_{N}=0$ is equivalent to the variational formulation: Find $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{-1}^{0, p}\left(\mathbb{R}_{+}^{N}\right) \times W_{-1}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)$ such that

$$
\begin{gather*}
\forall \boldsymbol{v} \in \boldsymbol{M}_{0}\left(\mathbb{R}_{+}^{N}\right), \forall \vartheta \in W_{1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right), \\
\langle\boldsymbol{u},-\Delta \boldsymbol{v}+\nabla \vartheta\rangle_{\boldsymbol{W}_{-1}^{0, p}\left(\mathbb{R}_{+}^{N}\right) \times \boldsymbol{W}_{1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)}-\langle\pi, \operatorname{div} \boldsymbol{v}\rangle_{W_{-1}^{-1, p}\left(\mathbb{R}_{+}^{N}\right) \times \stackrel{W}{1}_{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)}=\left\langle\boldsymbol{g}, \partial_{N} \boldsymbol{v}\right\rangle_{\boldsymbol{W}_{-1}^{-1 / p, p}(\Gamma) \times \boldsymbol{W}_{1}^{1 / p, p^{\prime}}(\Gamma)} .
\end{gather*}
$$

Indeed, let $(\boldsymbol{u}, \pi)$ be a solution to (4.1)-(4.3) with $g_{N}=0$; then the Green formula (6.5) yields for all $\boldsymbol{v} \in \boldsymbol{M}_{0}\left(\mathbb{R}_{+}^{N}\right)$,

$$
\begin{aligned}
\langle-\Delta \boldsymbol{u}+\nabla \pi, \boldsymbol{v}\rangle_{\boldsymbol{X}_{0}^{\prime} \times \boldsymbol{X}_{0}}= & -\langle\boldsymbol{u}, \Delta \boldsymbol{v}\rangle_{\boldsymbol{W}_{-1}^{0, p}\left(\mathbb{R}_{+}^{N}\right) \times \boldsymbol{W}_{1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)} \\
& -\left\langle\boldsymbol{g}, \partial_{N} \boldsymbol{v}\right\rangle_{\boldsymbol{W}_{-1}^{-1 / p, p}(\Gamma) \times \boldsymbol{W}_{1}^{1 / p, p^{\prime}}(\Gamma)}-\langle\pi, \operatorname{div} \boldsymbol{v}\rangle_{W_{-1}^{-1, p}\left(\mathbb{R}_{+}^{N}\right) \times \dot{W}_{1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)}=0 .
\end{aligned}
$$

Moreover, using the density of the functions of $\mathcal{D}\left(\overline{\mathbb{R}_{+}^{N}}\right)$ with divergence zero in $\boldsymbol{T}_{0, \sigma}\left(\mathbb{R}_{+}^{N}\right)$, we obtain for all $\vartheta \in W_{1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$,

$$
\begin{aligned}
&\langle\boldsymbol{u}, \nabla \vartheta\rangle_{\boldsymbol{W}_{-1}^{0, p}\left(\mathbb{R}_{+}^{N}\right) \times \boldsymbol{W}_{1}^{0, p^{\prime}}{ }_{\left.\mathbb{R}_{+}^{N}\right)}=}-\langle\operatorname{div} \boldsymbol{u}, \vartheta\rangle_{L^{p}\left(\mathbb{R}_{+}^{N}\right) \times L^{p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)} \\
&-\left\langle u_{N}, \vartheta\right\rangle_{W_{-1}^{-1 / p, p}(\Gamma) \times W_{1}^{1 / p, p^{\prime}}{ }_{(\Gamma)}}=0 .
\end{aligned}
$$

So we show that $(\boldsymbol{u}, \pi)$ satisfies the variational formulation (6.6). Conversely, we can readily prove that if $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{-1}^{0, p}\left(\mathbb{R}_{+}^{N}\right) \times W_{-1}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)$ satisfies the variational formulation (6.6), then $(\boldsymbol{u}, \pi)$ is a solution to problem (4.1)-(4.3).
(3) Let us solve problem (6.6). According to Theorem 5.2, we know that if $\frac{N}{p} \neq 1$, for all $\boldsymbol{f} \in \boldsymbol{W}_{1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$ and $\varphi \in \stackrel{\circ}{W}_{1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$, there exists a unique $(\boldsymbol{v}, \vartheta) \in \boldsymbol{M}_{0}\left(\mathbb{R}_{+}^{N}\right) \times W_{1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$ solution to

$$
-\Delta \boldsymbol{v}+\nabla \vartheta=\boldsymbol{f} \quad \text { and } \quad \operatorname{div} \boldsymbol{v}=\varphi \quad \text { in } \mathbb{R}_{+}^{N}, \quad \boldsymbol{v}=\mathbf{0} \quad \text { on } \Gamma,
$$

with the estimate

$$
\|\boldsymbol{v}\|_{W_{1}^{2, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)}+\|\vartheta\|_{W_{1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)} \leqslant C\left(\|f\|_{W_{1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)}+\|\varphi\|_{W_{1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)}\right) .
$$

Then

$$
\begin{aligned}
\left|\left\langle\boldsymbol{g}, \partial_{N} \boldsymbol{v}\right\rangle_{W_{-1}^{-1 / p, p}(\Gamma) \times \boldsymbol{W}_{1}^{1 / p, p^{\prime}}(\Gamma)}\right| & \leqslant C\|\boldsymbol{g}\|_{W_{-1}^{-1 / p, p}(\Gamma)}\|\boldsymbol{v}\|_{W_{1}^{2, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)} \\
& \leqslant C\|\boldsymbol{g}\|_{W_{-1}^{-1 / p, p}}\left(\|\boldsymbol{f}\|_{W_{1}^{0, p^{\prime}}}+\|\varphi\|_{W_{1}^{1, p^{\prime}}}\right)
\end{aligned}
$$

In other words, we can say that the linear mapping

$$
T:(\boldsymbol{f}, \varphi) \longmapsto\left\langle\boldsymbol{g}, \partial_{N} \boldsymbol{v}\right\rangle
$$

is continuous on $\boldsymbol{W}_{1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right) \times \stackrel{\circ}{W}_{1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$, and according to the Riesz representation theorem, there exists a unique $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{-1}^{0, p}\left(\mathbb{R}_{+}^{N}\right) \times W_{-1}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)$ which is the dual space of $\boldsymbol{W}_{1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right) \times$ $\stackrel{\circ}{W}_{1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)$, such that

$$
\begin{gathered}
\forall(\boldsymbol{f}, \varphi) \in \boldsymbol{W}_{1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right) \times \stackrel{\circ}{W}_{1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right), \\
T(\boldsymbol{f}, \varphi)=\langle\boldsymbol{u}, \boldsymbol{f}\rangle_{\boldsymbol{W}_{-1}^{0, p}\left(\mathbb{R}_{+}^{N}\right) \times \boldsymbol{W}_{1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)}+\langle\pi,-\varphi\rangle_{W_{-1}^{-1, p}\left(\mathbb{R}_{+}^{N}\right) \times \dot{W}_{1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{N}\right)},
\end{gathered}
$$

i.e. the pair $(\boldsymbol{u}, \pi)$ satisfies (6.6).

We now can drop the hypothesis $g_{N}=0$.
Theorem 6.7. Assume that $\frac{N}{p} \neq 1$. For any $\boldsymbol{g} \in \boldsymbol{W}_{-1}^{-1 / p, p}(\Gamma)$, the Stokes problem (4.1)-(4.3) has a unique solution $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{-1}^{0, p}\left(\mathbb{R}_{+}^{N}\right) \times W_{-1}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)$, with the estimate

$$
\|\boldsymbol{u}\|_{\boldsymbol{W}_{-1}^{0, p}\left(\mathbb{R}_{+}^{N}\right)}+\|\pi\|_{W_{-1}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)} \leqslant C\|\boldsymbol{g}\|_{W_{-1}^{-1 / p, p}(\Gamma)} .
$$

Proof. According to Theorem 3.4, if $\frac{N}{p} \neq 1$, then there exists $\psi \in W_{-1}^{1, p}\left(\mathbb{R}_{+}^{N}\right)$ unique up to an element of $\mathcal{N}_{[2-N / p]}^{\Delta}$ solution to the following Neumann problem:

$$
\Delta \psi=0 \quad \text { in } \mathbb{R}_{+}^{N}, \quad \partial_{N} \psi=g_{N} \quad \text { on } \Gamma .
$$

Let us set $\boldsymbol{w}=\nabla \psi$ and $\boldsymbol{g}^{*}=\boldsymbol{g}-\gamma_{0} \boldsymbol{w}$. Then $\boldsymbol{w} \in \boldsymbol{T}_{0, \sigma}\left(\mathbb{R}_{+}^{N}\right)$ and

$$
\|\boldsymbol{w}\|_{\boldsymbol{T}_{0}\left(\mathbb{R}_{+}^{N}\right)}=\|\boldsymbol{w}\|_{W_{-1}^{0, p}\left(\mathbb{R}_{+}^{N}\right)} \leqslant C\|\boldsymbol{g}\|_{W_{-1}^{-1 / p, p}(\Gamma)} .
$$

Furthermore, $\boldsymbol{g}^{*}$ satisfies the hypotheses of Proposition 6.6, hence the existence of a unique pair $(z, \pi)$ which satisfies

$$
-\Delta \boldsymbol{z}+\nabla \pi=\mathbf{0} \quad \text { and } \quad \operatorname{div} \boldsymbol{z}=0 \quad \text { in } \mathbb{R}_{+}^{N}, \quad z=\boldsymbol{g}^{*} \quad \text { on } \Gamma .
$$

Then the pair $(z+\boldsymbol{w}, \pi)$ is the required solution. The uniqueness of this solution is a straightforward consequence of Proposition 6.6.

Here is the corresponding results for the case $\ell=1$.
Proposition 6.8. For any $\boldsymbol{g} \in \boldsymbol{W}_{0}^{-1 / p, p}(\Gamma)$ such that $g_{N}=0$, and $\boldsymbol{g}^{\prime} \perp \mathbb{R}^{N-1}$ if $N \leqslant p^{\prime}$, the Stokes problem (4.1)-(4.3) has a unique solution $(\boldsymbol{u}, \pi) \in \boldsymbol{L}^{p}\left(\mathbb{R}_{+}^{N}\right) \times W_{0}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)$, with the estimate

$$
\|\boldsymbol{u}\|_{\boldsymbol{L}^{p}\left(\mathbb{R}_{+}^{N}\right)}+\|\pi\|_{W_{0}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)} \leqslant C\|\boldsymbol{g}\|_{W_{0}^{-1 / p, p}(\Gamma)} .
$$

Proof. The two differences from the weight $\ell=0$ are the absence of critical value (the reason is that here the dual problem solved by Theorem 5.6 has no critical value), and the orthogonality condition in the case $N \leqslant p^{\prime}$ (which corresponds by duality to the non-zero kernel in Theorem 5.6 if $N \leqslant p$ ). The rest of the proof is similar.

Theorem 6.9. For any $\boldsymbol{g} \in \boldsymbol{W}_{0}^{-1 / p, p}(\Gamma)$ such that $\boldsymbol{g} \perp \mathbb{R}^{N}$ if $N \leqslant p^{\prime}$, the Stokes problem (4.1)(4.3) has a unique solution $(\boldsymbol{u}, \pi) \in \boldsymbol{L}^{p}\left(\mathbb{R}_{+}^{N}\right) \times W_{0}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)$, with the estimate

$$
\|\boldsymbol{u}\|_{\boldsymbol{L}^{p}\left(\mathbb{R}_{+}^{N}\right)}+\|\pi\|_{W_{0}^{-1, p}\left(\mathbb{R}_{+}^{N}\right)} \leqslant C\|\boldsymbol{g}\|_{W_{0}^{-1 / p, p}(\Gamma)} .
$$

Remark 6.10. Let $p>1$ be a real number. If $p<N$ and $r=N p /(N-p)$, then we have $W_{0}^{1-1 / p, p}(\Gamma) \hookrightarrow W_{0}^{-1 / r, r}(\Gamma)$. Indeed, for every $g \in W_{0}^{1-1 / p, p}(\Gamma)$, there exists $u \in W_{0}^{2, p}\left(\mathbb{R}_{+}^{N}\right)$ such that

$$
\Delta u=0 \quad \text { in } \mathbb{R}_{+}^{N}, \quad \partial_{N} u=g \quad \text { on } \Gamma
$$

(see [6, Corollary 3.3]). Since we have the imbedding $W_{0}^{2, p}\left(\mathbb{R}_{+}^{N}\right) \hookrightarrow W_{0}^{1, r}\left(\mathbb{R}_{+}^{N}\right)$, we can deduce that $\boldsymbol{v}=\nabla u \in \boldsymbol{L}^{r}\left(\mathbb{R}_{+}^{N}\right)$ and $\operatorname{div} \boldsymbol{v}=0 \in W_{1}^{0, r}\left(\mathbb{R}_{+}^{N}\right)$, i.e. $\boldsymbol{v} \in \boldsymbol{W}_{1}^{0, p}$ (div; $\left.\mathbb{R}_{+}^{N}\right)$. Moreover, as $r^{\prime} \neq N$, according to Lemma 6.4, we get $\gamma_{e_{N}} \boldsymbol{v}=\left.\partial_{N} u\right|_{\Gamma}=g \in W_{0}^{-1 / r, r}(\Gamma)$. Consequently, if $\boldsymbol{g} \in \boldsymbol{W}_{0}^{1-1 / p, p}(\Gamma) \hookrightarrow \boldsymbol{W}_{0}^{-1 / r, r}(\Gamma)$, Proposition 4.1 and Theorem 6.9 respectively yield the unique solutions $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{0}^{1, p}\left(\mathbb{R}_{+}^{N}\right) \times L^{p}\left(\mathbb{R}_{+}^{N}\right)$ and $(\boldsymbol{v}, \vartheta) \in \boldsymbol{L}^{r}\left(\mathbb{R}_{+}^{N}\right) \times W_{0}^{-1, r}\left(\mathbb{R}_{+}^{N}\right)$, which are identical thanks to the Sobolev imbeddings $W_{0}^{1, p}\left(\mathbb{R}_{+}^{N}\right) \hookrightarrow L^{r}\left(\mathbb{R}_{+}^{N}\right)$ and $L^{p}\left(\mathbb{R}_{+}^{N}\right) \hookrightarrow W_{0}^{-1, r}\left(\mathbb{R}_{+}^{N}\right)$.
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1. Introduction and preliminaries. The motion of a viscous incompressible fluid is described by the Navier-Stokes equations, which are nonlinear. The Stokes system is a linear approximation of this model, available for slow motions. For the stationary Stokes problem

$$
-\Delta \boldsymbol{u}+\nabla \pi=\boldsymbol{f} \text { and } \operatorname{div} \boldsymbol{u}=h \text { in } \Omega
$$

where $\Omega$ is a domain of $\mathbb{R}^{n}$, there are several possible boundary conditions. Under the hypothesis of impermeability of the boundary, the velocity field $\boldsymbol{u}$ satisfies

$$
\begin{equation*}
\boldsymbol{u} \cdot \boldsymbol{n}=0 \quad \text { on } \partial \Omega \tag{1.1}
\end{equation*}
$$

where $\boldsymbol{n}$ stands for the outer normal vector. According to the idea that the fluid cannot slip on the wall due to its viscosity, we get the no-slip condition

$$
\begin{equation*}
\boldsymbol{u}_{\tau}=\mathbf{0} \text { on } \partial \Omega \tag{1.2}
\end{equation*}
$$

where $\boldsymbol{u}_{\tau}=\boldsymbol{u}-(\boldsymbol{u} \cdot \boldsymbol{n}) \boldsymbol{n}$ denotes, as usual, the tangential component of $\boldsymbol{u}$. The Dirichlet boundary value problem, which was suggested by Stokes, is the combination of (1.1) and (1.2). Concerning this problem, the literature is well known and extensive. Especially in the case of the half-space, we would like to mention the works of Cattabriga [11], Tanaka [25], Farwig and Sohr [14], and Galdi [15], where the solution of the problem is investigated in homogeneous Sobolev spaces, whereas in the works of Maz'ya, Plamenevskiĭ, and Stupyalis [21] and Boulmezaoud [10], we can find results

[^9]in weighted Sobolev spaces. This is also the functional framework of our previous work (see [7]).

The correctness of the no-slip hypothesis has been a subject of discussion for over two centuries among many distinguished scientists. Instead of (1.2), Navier had already proposed the following condition saying that the velocity on the boundary is proportional to the tangential component of the stress:

$$
\begin{equation*}
(\mathbb{T} \cdot \boldsymbol{n})_{\tau}+\beta \boldsymbol{u}_{\tau}=\mathbf{0} \quad \text { on } \partial \Omega \tag{1.3}
\end{equation*}
$$

where $\mathbb{T}$ denotes the viscous stress tensor and $\beta$ is a friction coefficient. For the incompressible isotropic fluids, the viscous stress tensor is given by

$$
\mathbb{T}=-\pi \mathbb{I}+\nu\left(\nabla \boldsymbol{u}+\nabla \boldsymbol{u}^{T}\right)
$$

The case $\beta=0$ is termed complete slip, while (1.3) reduces to (1.2) in the asymptotic limit $\beta \rightarrow \infty$.

Recent developments in micro- and nanofluidic technologies have renewed interest in the influence of surface roughness on the slip behavior of viscous fluids (see Priezjev and Troian [23]). Intuitively much closer to the observed reality, the Navier slip conditions have been often replaced by (1.2), as the slip length is likely to be too small to influence the motion on the macroscopic scale. However, numerous experiments and simulations, as well as theoretical studies, have shown that the classical no-slip assumption can fail when the walls are sufficiently smooth (see Einzel, Panzer, and Liu [12], Lauga, Brenner, and Stone [20], Priezjev, Darhuber, and Troian [22], Qian, Wang, and Sheng [24], and Zhu and Granick [27]). Strictly speaking, the slip length characterizing the contact between a fluid and a solid wall in relative motion is influenced by many different factors, among which the intrinsic affinity and commensurability between the liquid and solid molecular size, as well as the macroscopic surface roughness caused by imperfections and tiny asperities, play a significant role. Navier's boundary conditions have been considered by many authors. Let us quote Jäger and Mikelić [18] and Zaja̧czkowski [26]. In the three-dimensional case, we can find other boundary conditions in the work of Ladyzhenskaya and Solonnikov [19] and intensively studied by Babin, Mahalov, and Nicolaenko [8, 9]. These conditions can be expressed by (1.1) combined with the equations

$$
\begin{equation*}
\operatorname{curl} u \times n=0 \tag{1.4}
\end{equation*}
$$

In the half-space $\mathbb{R}_{+}^{n}$, where $\boldsymbol{n}=(0, \ldots, 0,-1)$, Navier's conditions (1.1) and (1.3) with $\beta=0$ can be written as

$$
u_{n}=0, \quad \partial_{n} \boldsymbol{u}^{\prime}=\mathbf{0} \quad \text { on } \Gamma=\partial \mathbb{R}_{+}^{n}
$$

Let us remark that in the case of $\mathbb{R}_{+}^{3}$, we would get the same boundary conditions from (1.1) and (1.4).

The aim of this paper is to investigate the Stokes problem in the half-space with the following type of slip boundary conditions:

$$
\left(S^{\sharp}\right)\left\{\begin{array}{rlll}
-\Delta \boldsymbol{u}+\nabla \pi=\boldsymbol{f} & \text { and } & \operatorname{div} \boldsymbol{u}=h & \text { in } \mathbb{R}_{+}^{n}, \\
u_{n}=g_{n} & \text { and } & \partial_{n} \boldsymbol{u}^{\prime}=\boldsymbol{g}^{\prime} & \text { on } \Gamma .
\end{array}\right.
$$

This paper is organized as follows. The second part of this section is devoted to notation, functional setting, and useful results. In section 2, we establish the existence
of generalized solutions in the central case of weight zero. In section 3, we extend this result to a wide class of weights, and we also deal with strong solutions. Last, in section 4 , we are interested in the case of very low regularity at the boundary which yields very weak solutions.

For any real number $p>1$, we always take $p^{\prime}$ to be the Hölder conjugate of $p$, that is, $\frac{1}{p}+\frac{1}{p^{\prime}}=1$.

For any integer $n \geqslant 2$, writing a typical point $x \in \mathbb{R}^{n}$ as $x=\left(x^{\prime}, x_{n}\right)$, we denote by $\mathbb{R}_{+}^{n}$ the upper half-space of $\mathbb{R}^{n}$ and by $\Gamma \equiv \mathbb{R}^{n-1}$ its boundary. We will use the two basic weights $\varrho=\left(1+|x|^{2}\right)^{1 / 2}$ and $\lg \varrho=\ln \left(2+|x|^{2}\right)$, where $|x|$ is the Euclidean norm of $x$.

For any integer $q, \mathcal{P}_{q}$ stands for the space of polynomials of degree smaller than or equal to $q ; \mathcal{P}_{q}^{\Delta}$ (resp., $\mathcal{P}_{q}^{\Delta^{2}}$ ) is the subspace of harmonic (resp., biharmonic) polynomials of $\mathcal{P}_{q} ; \mathcal{A}_{q}^{\Delta}$ (resp., $\mathcal{N}_{q}^{\Delta}$ ) is the subspace of polynomials of $\mathcal{P}_{q}^{\Delta}$, odd (resp., even) with respect to $x_{n}$, or equivalently, which satisfy the condition $\varphi\left(x^{\prime}, 0\right)=0$ (resp., $\partial_{n} \varphi\left(x^{\prime}, 0\right)=0$ ), with the convention that these spaces are reduced to $\{0\}$ if $q<0$. For any real number $s$, we denote by $[s]$ the integer part of $s$.

Given a Banach space $B$, with dual space $B^{\prime}$ and a closed subspace $X$ of $B$, we denote by $B^{\prime} \perp X$ the subspace of $B^{\prime}$ orthogonal to $X$. For any $k \in \mathbb{Z}$, we will denote by $\{1, \ldots, k\}$ the set of the first $k$ positive integers, with the convention that this set is empty if $k$ is nonpositive.

Throughout this paper, bold characters are used for the vector fields; depending on the context, $\boldsymbol{f} \in \boldsymbol{X}$ stands for $\boldsymbol{f}=\left(f_{1}, \ldots, f_{n}\right) \in \boldsymbol{X}=X^{n}$, and $\boldsymbol{g}^{\prime} \in \boldsymbol{X}$ stands for $\boldsymbol{g}^{\prime}=\left(g_{1}, \ldots, g_{n-1}\right) \in \boldsymbol{X}=X^{n-1}$.

For weighted Sobolev spaces, we refer the reader to Hanouzet's classic article [17] and especially to [2] for logarithmic weights. Let $\Omega$ be an open set of $\mathbb{R}^{n}$. For any $m \in \mathbb{N}, p \in] 1, \infty\left[,(\alpha, \beta) \in \mathbb{R}^{2}\right.$, we define the following space:

$$
\begin{align*}
W_{\alpha, \beta}^{m, p}(\Omega)=\left\{u \in \mathcal{D}^{\prime}(\Omega) ;\right. & 0 \leqslant|\lambda| \leqslant k, \varrho^{\alpha-m+|\lambda|}(\lg \varrho)^{\beta-1} \partial^{\lambda} u \in L^{p}(\Omega) \\
& \left.k+1 \leqslant|\lambda| \leqslant m, \varrho^{\alpha-m+|\lambda|}(\lg \varrho)^{\beta} \partial^{\lambda} u \in L^{p}(\Omega)\right\} \tag{1.5}
\end{align*}
$$

where $k=m-n / p-\alpha$ if $n / p+\alpha \in\{1, \ldots, m\}$, and $k=-1$ otherwise. In the case $\beta=0$, we simply denote the space by $W_{\alpha}^{m, p}(\Omega)$. Note that $W_{\alpha, \beta}^{m, p}(\Omega)$ is a reflexive Banach space equipped with its natural norm:

$$
\begin{aligned}
&\|u\|_{W_{\alpha, \beta}^{m, p}(\Omega)}=\left(\sum_{0 \leqslant|\lambda| \leqslant k}\left\|\varrho^{\alpha-m+|\lambda|}(\lg \varrho)^{\beta-1} \partial^{\lambda} u\right\|_{L^{p}(\Omega)}^{p}\right. \\
&\left.+\sum_{k+1 \leqslant|\lambda| \leqslant m}\left\|\varrho^{\alpha-m+|\lambda|}(\lg \varrho)^{\beta} \partial^{\lambda} u\right\|_{L^{p}(\Omega)}^{p}\right)^{1 / p}
\end{aligned}
$$

We also define the seminorm:

$$
|u|_{W_{\alpha, \beta}^{m, p}(\Omega)}=\left(\sum_{|\lambda|=m}\left\|\varrho^{\alpha}(\lg \varrho)^{\beta} \partial^{\lambda} u\right\|_{L^{p}(\Omega)}^{p}\right)^{1 / p}
$$

The weights in definition (1.5) are chosen so that $\mathcal{D}\left(\overline{\mathbb{R}_{+}^{n}}\right)$ is dense in $W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{n}\right)$ and so that the following Poincaré-type inequality holds in $W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{n}\right)$ (see [3]): Let
$q^{*}=\inf (q, m-1)$, where $q$ is the highest degree of the polynomials contained in $W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{n}\right)$. If $n / p+\alpha \notin\{1, \ldots, m\}$ or $(\beta-1) p \neq-1$, then

$$
\forall u \in W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{n}\right), \quad\|u\|_{W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{n}\right) / \mathcal{P}_{q^{*}}} \leqslant C|u|_{W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{n}\right)}
$$

and

$$
\forall u \in \stackrel{\circ}{W}_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{n}\right)=\overline{\overline{\mathcal{D}}\left(\mathbb{R}_{+}^{n}\right)}\|\cdot\|_{W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{n}\right)}, \quad\|u\|_{W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{n}\right)} \leqslant C|u|_{W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{n}\right)}
$$

We denote by $W_{-\alpha,-\beta}^{-m, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right)$ the dual space of $\stackrel{\circ}{W_{\alpha, \beta}^{m, p}}\left(\mathbb{R}_{+}^{n}\right)$, and we notice that it is a space of distributions. If $n / p+\alpha \notin\{1, \ldots, m\}$, we have the imbeddings

$$
W_{\alpha, \beta}^{m, p}\left(\mathbb{R}_{+}^{n}\right) \hookrightarrow W_{\alpha-1, \beta}^{m-1, p}\left(\mathbb{R}_{+}^{n}\right) \hookrightarrow \cdots \hookrightarrow W_{\alpha-m, \beta}^{0, p}\left(\mathbb{R}_{+}^{n}\right) .
$$

If $n / p+\alpha=j \in\{1, \ldots, m\}$, then we have

$$
W_{\alpha, \beta}^{m, p} \hookrightarrow \cdots \hookrightarrow W_{\alpha-j+1, \beta}^{m-j+1, p} \hookrightarrow W_{\alpha-j, \beta-1}^{m-j, p} \hookrightarrow \cdots \hookrightarrow W_{\alpha-m, \beta-1}^{0, p} .
$$

In order to define the traces of functions of $W_{\alpha}^{m, p}\left(\mathbb{R}_{+}^{n}\right)$ (here we do not consider the case $\beta \neq 0$ ), for any $\sigma \in] 0,1[$, we introduce the space

$$
\begin{aligned}
& W_{\alpha}^{\sigma, p}\left(\mathbb{R}^{n}\right)=\left\{u \in \mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right) ; w^{\alpha-\sigma} u \in L^{p}\left(\mathbb{R}^{n}\right),\right. \\
&\left.\int_{\mathbb{R}^{n} \times \mathbb{R}^{n}} \frac{\left|\varrho^{\alpha}(x) u(x)-\varrho^{\alpha}(y) u(y)\right|^{p}}{|x-y|^{n+\sigma p}} \mathrm{~d} x \mathrm{~d} y<\infty\right\},
\end{aligned}
$$

where $w=\varrho$ if $n / p+\alpha \neq \sigma$ and $w=\varrho(\lg \varrho)^{1 /(\sigma-\alpha)}$ if $n / p+\alpha=\sigma$. For any $s \in \mathbb{R}^{+}$, we set

$$
\begin{aligned}
W_{\alpha}^{s, p}\left(\mathbb{R}^{n}\right)= & \left\{u \in \mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right) ; 0 \leqslant|\lambda| \leqslant k, \varrho^{\alpha-s+|\lambda|}(\lg \varrho)^{-1} \partial^{\lambda} u \in L^{p}\left(\mathbb{R}^{n}\right) ;\right. \\
& \left.k+1 \leqslant|\lambda| \leqslant[s]-1, \varrho^{\alpha-s+|\lambda|} \partial^{\lambda} u \in L^{p}\left(\mathbb{R}^{n}\right) ; \partial^{[s]} u \in W_{\alpha}^{\sigma, p}\left(\mathbb{R}^{n}\right)\right\},
\end{aligned}
$$

where $k=s-n / p-\alpha$ if $n / p+\alpha \in\{\sigma, \ldots, \sigma+[s]\}$, with $\sigma=s-[s]$ and $k=-1$ otherwise. In the same way, we define, for any real number $\beta$, the space $W_{\alpha, \beta}^{s, p}\left(\mathbb{R}^{n}\right)=$ $\left\{v \in \mathcal{D}^{\prime}\left(\mathbb{R}^{n}\right) ;(\lg \varrho)^{\beta} v \in W_{\alpha}^{s, p}\left(\mathbb{R}^{n}\right)\right\}$. These two spaces are reflexive Banach spaces equipped with their natural norms. If $n / p+\alpha \notin\{\sigma, \ldots, \sigma+[s]-1\}$, we have the imbeddings

$$
\begin{array}{r}
W_{\alpha, \beta}^{s, p}\left(\mathbb{R}^{n}\right) \hookrightarrow W_{\alpha-1, \beta}^{s-1, p}\left(\mathbb{R}^{n}\right) \hookrightarrow \cdots \hookrightarrow W_{\alpha-[s], \beta}^{\sigma, p}\left(\mathbb{R}^{n}\right), \\
W_{\alpha, \beta}^{s, p}\left(\mathbb{R}^{n}\right) \hookrightarrow W_{\alpha+[s]-s, \beta}^{[s], p}\left(\mathbb{R}^{n}\right) \hookrightarrow \cdots \hookrightarrow W_{\alpha-s, \beta}^{0, p}\left(\mathbb{R}^{n}\right) .
\end{array}
$$

If $n / p+\alpha=j \in\{\sigma, \ldots, \sigma+[s]-1\}$, then we have

$$
\begin{gathered}
W_{\alpha, \beta}^{s, p} \hookrightarrow \cdots \hookrightarrow W_{\alpha-j+1, \beta}^{s-j+1, p} \hookrightarrow W_{\alpha-j, \beta-1}^{s-j, p} \hookrightarrow \cdots \hookrightarrow W_{\alpha-[s], \beta-1}^{\sigma, p}, \\
W_{\alpha, \beta}^{s, p} \hookrightarrow W_{\alpha+[s]-s, \beta}^{[s], p} \hookrightarrow \cdots \hookrightarrow W_{\alpha-\sigma-j+1, \beta}^{[s]-j+1} \hookrightarrow W_{\alpha-\sigma-j, \beta-1}^{[s]-j, p} \hookrightarrow \cdots \hookrightarrow W_{\alpha-s, \beta-1}^{0, p} .
\end{gathered}
$$

If $u$ is a function on $\mathbb{R}_{+}^{n}$, we denote its trace of order $j$ on the hyperplane $\Gamma$ by

$$
\forall j \in \mathbb{N}, \quad \gamma_{j} u: x^{\prime} \in \mathbb{R}^{n-1} \longmapsto \partial_{n}^{j} u\left(x^{\prime}, 0\right)
$$

Let us recall the following trace lemma due to Hanouzet (see [17]) and extended by Amrouche and Nečasová (see [3]) to the critical values with logarithmic weights.

Lemma 1.1 (the trace lemma). For any integer $m \geqslant 1$ and real number $\alpha$, we have the linear continuous mapping

$$
\gamma=\left(\gamma_{0}, \gamma_{1}, \ldots, \gamma_{m-1}\right): W_{\alpha}^{m, p}\left(\mathbb{R}_{+}^{n}\right) \longrightarrow \prod_{j=0}^{m-1} W_{\alpha}^{m-j-1 / p, p}\left(\mathbb{R}^{n-1}\right)
$$

Moreover, $\gamma$ is surjective and $\operatorname{Ker} \gamma=\stackrel{\circ}{W_{\alpha}^{m, p}}\left(\mathbb{R}_{+}^{n}\right)$.
On the Stokes problem in $\mathbb{R}^{n}$,

$$
\begin{equation*}
-\Delta \boldsymbol{u}+\nabla \pi=\boldsymbol{f} \text { and } \operatorname{div} \boldsymbol{u}=h \text { in } \mathbb{R}^{n} \tag{S}
\end{equation*}
$$

let us recall the fundamental results on which the text to follow is based. First, for any $k \in \mathbb{Z}$, we introduce the space

$$
\mathcal{S}_{k}=\left\{(\boldsymbol{\lambda}, \mu) \in \mathcal{P}_{k} \times \mathcal{P}_{k-1}^{\Delta} ; \operatorname{div} \boldsymbol{\lambda}=0,-\Delta \boldsymbol{\lambda}+\nabla \mu=\mathbf{0}\right\}
$$

Theorem 1.2 (see Alliot and Amrouche [1]). Let $\ell \in \mathbb{Z}$, and assume that

$$
\begin{equation*}
n / p^{\prime} \notin\{1, \ldots, \ell\} \quad \text { and } \quad n / p \notin\{1, \ldots,-\ell\} . \tag{1.6}
\end{equation*}
$$

For any $(\boldsymbol{f}, h) \in\left(\boldsymbol{W}_{\ell}^{-1, p}\left(\mathbb{R}^{n}\right) \times W_{\ell}^{0, p}\left(\mathbb{R}^{n}\right)\right) \perp \mathcal{S}_{\left[1+\ell-n / p^{\prime}\right]}$, problem ( S ) admits a solution $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{\ell}^{1, p}\left(\mathbb{R}^{n}\right) \times W_{\ell}^{0, p}\left(\mathbb{R}^{n}\right)$, unique up to an element of $\mathcal{S}_{[1-\ell-n / p]}$, with the estimate

$$
\begin{aligned}
& \inf _{(\boldsymbol{\lambda}, \mu) \in \mathcal{S}_{[1-\ell-n / p]}}\left(\|\boldsymbol{u}+\boldsymbol{\lambda}\|_{\boldsymbol{W}_{\ell}^{1, p}\left(\mathbb{R}^{n}\right)}+\|\pi+\mu\|_{W_{\ell}^{0, p}\left(\mathbb{R}^{n}\right)}\right) \\
& \leqslant C\left(\|\boldsymbol{f}\|_{\boldsymbol{W}_{\ell}^{-1, p}\left(\mathbb{R}^{n}\right)}+\|h\|_{W_{\ell}^{0, p}\left(\mathbb{R}^{n}\right)}\right) .
\end{aligned}
$$

Theorem 1.3 (see Alliot and Amrouche [1]). Let $\ell \in \mathbb{Z}$ and $m \geqslant 1$ be two integers, and assume that

$$
\begin{equation*}
n / p^{\prime} \notin\{1, \ldots, \ell+1\} \quad \text { and } \quad n / p \notin\{1, \ldots,-\ell-m\} . \tag{1.7}
\end{equation*}
$$

For any $(\boldsymbol{f}, h) \in\left(\boldsymbol{W}_{m+\ell}^{m-1, p}\left(\mathbb{R}^{n}\right) \times W_{m+\ell}^{m, p}\left(\mathbb{R}^{n}\right)\right) \perp \mathcal{S}_{\left[1+\ell-n / p^{\prime}\right]}$, problem (S) admits a solution $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{m+\ell}^{m+1, p}\left(\mathbb{R}^{n}\right) \times W_{m+\ell}^{m, p}\left(\mathbb{R}^{n}\right)$, unique up to an element of $\mathcal{S}_{[1-\ell-n / p]}$, with the estimate

$$
\begin{aligned}
& \inf _{(\boldsymbol{\lambda}, \mu) \in \mathcal{S}_{[1-\ell-n / p]}}\left(\|\boldsymbol{u}+\boldsymbol{\lambda}\|_{\boldsymbol{W}_{m+\ell}^{m+1, p}\left(\mathbb{R}^{n}\right)}+\|\pi+\mu\|_{W_{m+\ell}^{m, p}\left(\mathbb{R}^{n}\right)}\right) \\
& \leqslant C\left(\|\boldsymbol{f}\|_{W_{m+\ell}^{m-1, p}\left(\mathbb{R}^{n}\right)}+\|h\|_{W_{m+\ell}^{m, p}\left(\mathbb{R}^{n}\right)}\right)
\end{aligned}
$$

2. Generalized solutions for the weight zero. In this section, we will concentrate on the central case of weight zero-that is, solutions ( $\boldsymbol{u}, \pi$ ) which belong to $\boldsymbol{W}_{0}^{1, p}\left(\mathbb{R}_{+}^{n}\right) \times L^{p}\left(\mathbb{R}_{+}^{n}\right)$. This restriction allows us to avoid the question of kernel and, above all, of compatibility conditions for the data. However, in the next section, we will rest on this construction to envisage a wide class of weights.

First, we will establish the result about the generalized solutions to ( $S^{\sharp}$ ) in the homogeneous case. The method is similar to the one employed for the Dirichlet conditions (see [7]), but the auxiliary problems and the arguments for their resolution are appreciably different.
2.1. The homogeneous case. Here, we assume that $\boldsymbol{f}=\mathbf{0}$ and $h=0$.

Proposition 2.1. For any $g_{n} \in W_{0}^{1-1 / p, p}(\Gamma)$ and $\boldsymbol{g}^{\prime} \in \boldsymbol{W}_{0}^{-1 / p, p}(\Gamma)$ such that $\boldsymbol{g}^{\prime} \perp \mathbb{R}^{n-1}$ if $n \leqslant p^{\prime}$, the Stokes problem

$$
\begin{align*}
-\Delta \boldsymbol{u}+\nabla \pi & =\mathbf{0} & & \text { in } \mathbb{R}_{+}^{n}  \tag{2.1a}\\
\operatorname{div} \boldsymbol{u} & =0 & & \text { in } \mathbb{R}_{+}^{n}  \tag{2.1b}\\
u_{n} & =g_{n} & & \text { on } \Gamma  \tag{2.1c}\\
\partial_{n} \boldsymbol{u}^{\prime} & =\boldsymbol{g}^{\prime} & & \text { on } \Gamma \tag{2.1~d}
\end{align*}
$$

has a solution $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{0}^{1, p}\left(\mathbb{R}_{+}^{n}\right) \times L^{p}\left(\mathbb{R}_{+}^{n}\right)$, unique if $n>p$, unique up to an element of $\mathbb{R}^{n-1} \times\{0\}^{2}$ if $n \leqslant p$, with the estimate

$$
\begin{aligned}
\inf _{\boldsymbol{\xi} \in \mathbb{R}^{n-1} \times\{0\}}\|\boldsymbol{u}+\boldsymbol{\xi}\|_{\boldsymbol{W}_{0}^{1, p}\left(\mathbb{R}_{+}^{n}\right)}+\|\pi\|_{L^{p}\left(\mathbb{R}_{+}^{n}\right)} & \\
& \leqslant C\left(\left\|g_{n}\right\|_{W_{0}^{1-1 / p, p}(\Gamma)}+\left\|\boldsymbol{g}^{\prime}\right\|_{\boldsymbol{W}_{0}^{-1 / p, p}(\Gamma)}\right)
\end{aligned}
$$

if $n \leqslant p$, and the corresponding estimate without $\inf (\boldsymbol{\xi}=0)$ if $n>p$.
Remark 2.2. Before giving the proof, let us notice that this problem is not standard. Indeed, we find the velocity field $\boldsymbol{u}$ in $\boldsymbol{W}_{0}^{1, p}\left(\mathbb{R}_{+}^{n}\right)$ with a boundary condition $\partial_{n} \boldsymbol{u}^{\prime}=\boldsymbol{g}^{\prime} \in \boldsymbol{W}_{0}^{-1 / p, p}(\Gamma)$ for its tangential components.

Such a velocity field is possible because $\Delta^{2} \boldsymbol{u}=\mathbf{0}$ in $\mathbb{R}_{+}^{n}$, and then, we find an ad hoc space in which we can give a meaning (see [6, Lemma 4.8]) to the trace of $\partial_{n} \boldsymbol{u}^{\prime}$ precisely in the space $\boldsymbol{W}_{0}^{-1 / p, p}(\Gamma)$.

Proof. (i) First, we reduce system (2.1) to three problems on the fundamental operators $\Delta^{2}$ and $\Delta$.

According to (2.1b) and applying the operators div and $\Delta$ to (2.1a), we get both $\Delta \pi=0$ and $\Delta^{2} \boldsymbol{u}=\mathbf{0}$ in $\mathbb{R}_{+}^{n}$.

From the boundary condition (2.1c), we take out

$$
\forall i \in\{1,2, \ldots, n-1\}, \quad \partial_{i}^{2} u_{n}=\partial_{i}^{2} g_{n} \quad \text { on } \Gamma
$$

In addition, from (2.1d), we take out

$$
\partial_{n}^{2} u_{n}=\partial_{n}\left(\partial_{n} u_{n}\right)=\partial_{n}\left(-\operatorname{div}^{\prime} \boldsymbol{u}^{\prime}\right)=-\operatorname{div}^{\prime} \boldsymbol{g}^{\prime} \quad \text { on } \Gamma
$$

and hence, the boundary condition

$$
\Delta u_{n}=\Delta^{\prime} g_{n}-\operatorname{div}^{\prime} \boldsymbol{g}^{\prime} \quad \text { on } \Gamma
$$

where $\Delta^{\prime}=\sum_{j=1}^{n-1} \partial_{j}^{2}$. So, we get the biharmonic problem
(B) $\quad \Delta^{2} u_{n}=0$ in $\mathbb{R}_{+}^{n}, \quad u_{n}=g_{n}, \quad$ and $\Delta u_{n}=\Delta^{\prime} g_{n}-\operatorname{div}^{\prime} \boldsymbol{g}^{\prime}$ on $\Gamma$.

Moreover, we have two Neumann problems,

$$
\begin{align*}
& \Delta \pi=0 \quad \text { in } \mathbb{R}_{+}^{n}, \quad \partial_{n} \pi=\Delta u_{n} \text { on } \Gamma  \tag{N1}\\
& \Delta \boldsymbol{u}^{\prime}=\nabla^{\prime} \pi \text { in } \mathbb{R}_{+}^{n}, \quad \partial_{n} \boldsymbol{u}^{\prime}=\boldsymbol{g}^{\prime} \text { on } \Gamma . \tag{N2}
\end{align*}
$$

(ii) Now, we will solve these three problems.

Step 1. We deal with problem (B). Denoting $z_{n}=\Delta u_{n}$, we can split our problem into the following two Dirichlet problems:

$$
\begin{align*}
& \Delta z_{n}=0 \text { in } \mathbb{R}_{+}^{n}, \quad z_{n}=\Delta^{\prime} g_{n}-\operatorname{div}^{\prime} \boldsymbol{g}^{\prime} \quad \text { on } \Gamma,  \tag{2.2}\\
& \Delta u_{n}=z_{n} \text { in } \mathbb{R}_{+}^{n}, \quad u_{n}=g_{n} \text { on } \Gamma . \tag{2.3}
\end{align*}
$$

Concerning (2.2), we notice that $\Delta^{\prime} g_{n}-\operatorname{div}^{\prime} \boldsymbol{g}^{\prime} \in W_{0}^{-1-1 / p, p}(\Gamma)$, and then we can apply the result on the singular boundary conditions for the homogeneous Dirichlet problem (see [7, Theorem 3.5]), provided the following orthogonality condition is satisfied:

$$
\forall \varphi \in \mathcal{A}_{\left[3-n / p^{\prime}\right]}^{\Delta}, \quad\left\langle\Delta^{\prime} g_{n}-\operatorname{div}^{\prime} \boldsymbol{g}^{\prime}, \partial_{n} \varphi\right\rangle_{W_{0}^{-1-1 / p, p}(\Gamma) \times W_{0}^{2-1 / p^{\prime}, p^{\prime}}(\Gamma)}=0
$$

According to the degree of polynomials in $\mathcal{A}_{\left[3-n / p^{\prime}\right]}^{\Delta}$, this condition reduces to $\boldsymbol{g}^{\prime} \perp$ $\mathcal{P}_{\left[1-n / p^{\prime}\right]}$, which is precisely the assumption of Proposition 2.1. Thus problem (2.2) has a unique solution $z_{n} \in W_{0}^{-1, p}\left(\mathbb{R}_{+}^{n}\right)$.

Concerning (2.3), we can apply the result on the generalized solutions to the Dirichlet problem (see [3, Theorem 3.1]) without any condition since $\mathcal{A}_{\left[1-n / p^{\prime}\right]}^{\Delta}=\{0\}$. Thus problem (2.3) has a unique solution $u_{n} \in W_{0}^{1, p}\left(\mathbb{R}_{+}^{n}\right)$.

Step 2. Next, we study problem (N1). Since $\Delta u_{n} \in W_{0}^{-1, p}\left(\mathbb{R}_{+}^{n}\right)$, it is necessary to check that the trace of $\Delta u_{n}$ has meaning. We have both $\Delta u_{n} \in W_{0}^{-1, p}\left(\mathbb{R}_{+}^{n}\right)$ and $\Delta^{2} u_{n}=0$, and then it follows that $\Delta u_{n} \in W_{0}^{-1-1 / p, p}(\Gamma)$ (see [7, Lemma 3.7]). Next, the result on the singular boundary conditions for the homogeneous Neumann problem (see [4] or [7, Theorem 3.3]) holds, provided the following orthogonality condition is satisfied:

$$
\forall \varphi \in \mathcal{N}_{\left[2-n / p^{\prime}\right]}^{\Delta}, \quad\left\langle\Delta u_{n}, \varphi\right\rangle_{W_{0}^{-1-1 / p, p}(\Gamma) \times W_{0}^{2-1 / p^{\prime}, p^{\prime}}(\Gamma)}=0 .
$$

But, according to the degree of polynomials in $\mathcal{N}_{\left[2-n / p^{\prime}\right]}^{\Delta}$, it is clear that this condition is always satisfied. It implies the existence of a unique solution $\pi \in L^{p}\left(\mathbb{R}_{+}^{n}\right)$ to problem (N1).

Step 3. Finally, we are dealing with problem (N2). We split it into two parts:

$$
\begin{equation*}
\Delta \boldsymbol{v}^{\prime}=\nabla^{\prime} \pi \quad \text { in } \mathbb{R}_{+}^{n}, \quad \partial_{n} \boldsymbol{v}^{\prime}=\mathbf{0} \text { on } \Gamma, \tag{2.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\Delta \boldsymbol{z}^{\prime}=\mathbf{0} \text { in } \mathbb{R}_{+}^{n}, \quad \partial_{n} \boldsymbol{z}^{\prime}=\boldsymbol{g}^{\prime} \quad \text { on } \Gamma . \tag{2.5}
\end{equation*}
$$

To solve (2.4), we introduce the auxiliary problem

$$
\begin{equation*}
\Delta w=\pi \quad \text { in } \mathbb{R}_{+}^{n}, \quad \partial_{n} w=0 \quad \text { on } \Gamma . \tag{2.6}
\end{equation*}
$$

Since we have $\pi \in L^{p}\left(\mathbb{R}_{+}^{n}\right)$, problem (2.6) has a solution $w \in W_{0}^{2, p}\left(\mathbb{R}_{+}^{n}\right)$, unique up to an element of $\mathcal{N}_{[2-n / p]}^{\Delta}$ (see [4]). Next, it suffices to put $\boldsymbol{v}^{\prime}=\nabla^{\prime} w$ to obtain a (nonunique) solution $\boldsymbol{v}^{\prime} \in \boldsymbol{W}_{0}^{1, p}\left(\mathbb{R}_{+}^{n}\right)$ to problem (2.4).

For problem (2.5), with $\boldsymbol{g}^{\prime} \in \boldsymbol{W}_{0}^{-1 / p, p}(\Gamma)$, we must use an intermediate result for the Neumann problem (see [7, Theorem 3.4]). With this weight, the compatibility condition is $\boldsymbol{g}^{\prime} \perp \mathcal{P}_{\left[1-n / p^{\prime}\right]}$. Thus it is realized by the assumption of Proposition 2.1. So, this problem has a solution $\boldsymbol{z}^{\prime} \in \boldsymbol{W}_{0}^{1, p}\left(\mathbb{R}_{+}^{n}\right)$, unique up to an element of $\boldsymbol{\mathcal { P }}_{[1-n / p]}$.

Then, it is clear that the function $\boldsymbol{u}^{\prime}=\boldsymbol{v}^{\prime}+\boldsymbol{z}^{\prime} \in \boldsymbol{W}_{0}^{1, p}\left(\mathbb{R}_{+}^{n}\right)$ is the solution to problem (N2).
(iii) Conversely, it is necessary to show that from $u_{n}, \pi, \boldsymbol{u}^{\prime}$, we get a solution $(\boldsymbol{u}, \pi)$ of the original problem (2.1).

From the previous steps it is clear that

$$
\begin{aligned}
-\Delta \boldsymbol{u}^{\prime}+\nabla^{\prime} \pi & =0 & & \text { in } \mathbb{R}_{+}^{n} \\
u_{n} & =g_{n} & & \text { on } \Gamma \\
\partial_{n} \boldsymbol{u}^{\prime} & =\boldsymbol{g}^{\prime} & & \text { on } \Gamma .
\end{aligned}
$$

It remains to prove that

$$
\begin{equation*}
-\Delta u_{n}+\partial_{n} \pi=0 \text { in } \mathbb{R}_{+}^{n} \tag{2.7}
\end{equation*}
$$

and finally, to prove relation (2.1b).
For (2.7), thanks to the first equations of (B) and (N1), we get

$$
\Delta\left(\Delta u_{n}-\partial_{n} \pi\right)=\Delta^{2} u_{n}=0 \quad \text { in } \mathbb{R}_{+}^{n}
$$

With the boundary condition of (N1), it follows that $\Delta u_{n}-\partial_{n} \pi$ satisfies the problem

$$
\begin{equation*}
\Delta\left(\Delta u_{n}-\partial_{n} \pi\right)=0 \quad \text { in } \mathbb{R}_{+}^{n}, \quad \Delta u_{n}-\partial_{n} \pi=0 \quad \text { on } \Gamma \tag{2.8}
\end{equation*}
$$

As well, $\Delta u_{n}-\partial_{n} \pi \in W_{0}^{-1, p}\left(\mathbb{R}_{+}^{n}\right)$, and then by a uniqueness argument, we necessarily have $\Delta u_{n}-\partial_{n} \pi=0$ in $\mathbb{R}_{+}^{n}$ (see [7, Theorem 3.5]).

For (2.1b), the boundary conditions of (N2) imply $\partial_{n} \operatorname{div}^{\prime} \boldsymbol{u}^{\prime}=\operatorname{div}^{\prime} \boldsymbol{g}^{\prime}$ on $\Gamma$. Besides, from the boundary conditions of (B), we get $\partial_{n}^{2} u_{n}=-\operatorname{div}^{\prime} \boldsymbol{g}^{\prime}$ on $\Gamma$. Then we have

$$
\partial_{n} \operatorname{div} \boldsymbol{u}=\partial_{n} \operatorname{div}^{\prime} \boldsymbol{u}^{\prime}+\partial_{n}^{2} u_{n}=\operatorname{div}^{\prime} \boldsymbol{g}^{\prime}-\operatorname{div}^{\prime} \boldsymbol{g}^{\prime}=0 \quad \text { on } \Gamma .
$$

So, $\operatorname{div} \boldsymbol{u}$ satisfies the problem

$$
\begin{equation*}
\Delta \operatorname{div} \boldsymbol{u}=0 \quad \text { in } \mathbb{R}_{+}^{n}, \quad \partial_{n} \operatorname{div} \boldsymbol{u}=0 \quad \text { on } \Gamma \tag{2.9}
\end{equation*}
$$

As well, $\operatorname{div} \boldsymbol{u} \in L^{p}\left(\mathbb{R}_{+}^{n}\right)$, and hence $\operatorname{div} \boldsymbol{u}=0$ in $\mathbb{R}_{+}^{n}$ (see [4] or [7, Theorem 3.3]).
(iv) Concerning the uniqueness question, we notice that $u_{n}$ and $\pi$ are unique. Let $\boldsymbol{u}^{\prime}=\left(u_{i}\right)_{1 \leqslant i \leqslant n-1}$ and $\boldsymbol{u}_{\dagger}^{\prime}=\left(u_{i}^{\dagger}\right)_{1 \leqslant i \leqslant n-1}$ be solutions to (N2); then

$$
\begin{array}{rll}
\Delta\left(u_{i}-u_{i}^{\dagger}\right) & =0 & \text { in } \mathbb{R}_{+}^{n} \\
\partial_{n}\left(u_{i}-u_{i}^{\dagger}\right) & =0 & \text { on } \Gamma
\end{array}
$$

where $u_{i}-u_{i}^{\dagger} \in W_{0}^{1, p}\left(\mathbb{R}_{+}^{n}\right)$. So, we can deduce that $u_{i}-u_{i}^{\dagger} \in \mathcal{N}_{[1-n / p]}^{\Delta}$ (see [4]). It remains to remark that $\mathcal{N}_{[1-n / p]}^{\Delta}=\mathbb{R}$ if $n \leqslant p$, and $\mathcal{N}_{[1-n / p]}^{\Delta}=\{0\}$ if $n>p$.

Finally, the estimate of Proposition 2.1 is a straightforward consequence of the Banach theorem. Let us notice that we can also get it from the estimates of the auxiliary problems as we showed in [7] for the no-slip boundary conditions.
2.2. The nonhomogeneous case. Resting on the previous result, we now can deal with the complete problem.

THEOREM 2.3. Assume that $\frac{n}{p^{\prime}} \neq 1$. For any $\boldsymbol{f} \in \boldsymbol{W}_{1}^{0, p}\left(\mathbb{R}_{+}^{n}\right), h \in W_{1}^{1, p}\left(\mathbb{R}_{+}^{n}\right)$, $g_{n} \in W_{0}^{1-1 / p, p}(\Gamma)$, and $\boldsymbol{g}^{\prime} \in \boldsymbol{W}_{0}^{-1 / p, p}(\Gamma)$, satisfying the following compatibility condition if $n<p^{\prime}$ :

$$
\begin{equation*}
\forall i \in\{1, \ldots, n-1\}, \quad \int_{\mathbb{R}_{+}^{n}} f_{i} \mathrm{~d} x=\left\langle g_{i}, 1\right\rangle_{W_{0}^{-1 / p, p}(\Gamma) \times W_{0}^{1 / p, p^{\prime}}(\Gamma)} \tag{2.10}
\end{equation*}
$$

problem $\left(\mathrm{S}^{\sharp}\right)$ admits a solution $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{0}^{1, p}\left(\mathbb{R}_{+}^{n}\right) \times L^{p}\left(\mathbb{R}_{+}^{n}\right)$, unique if $n>p$, unique up to an element of $\mathbb{R}^{n-1} \times\{0\}^{2}$ if $n \leqslant p$, with the estimate

$$
\begin{aligned}
& \inf _{\boldsymbol{\xi} \in \mathbb{R}^{n-1} \times\{0\}}\|\boldsymbol{u}+\boldsymbol{\xi}\|_{\boldsymbol{W}_{0}^{1, p}\left(\mathbb{R}_{+}^{n}\right)}+\|\pi\|_{L^{p}\left(\mathbb{R}_{+}^{n}\right)} \\
& \quad \leqslant C\left(\|\boldsymbol{f}\|_{\boldsymbol{W}_{1}^{0, p}\left(\mathbb{R}_{+}^{n}\right)}+\|h\|_{W_{1}^{1, p}\left(\mathbb{R}_{+}^{n}\right)}+\left\|g_{n}\right\|_{W_{0}^{1-1 / p, p}(\Gamma)}+\left\|\boldsymbol{g}^{\prime}\right\|_{\boldsymbol{W}_{0}^{-1 / p, p}(\Gamma)}\right)
\end{aligned}
$$

if $n \leqslant p$, and the corresponding estimate without $\inf (\boldsymbol{\xi}=0)$ if $n>p$.
Proof. We can give a proof quite similar to that of the nonhomogeneous case for the Stokes system with Dirichlet boundary conditions, by extension of the data $f$ and $h$ to the whole space (see [7]). But another way is to combine this result with the homogeneous case for the Stokes system with Navier boundary conditions. We will follow this one.

First, we introduce the auxiliary problem

$$
\begin{array}{rlll}
-\Delta \boldsymbol{z}+\nabla \eta & =\boldsymbol{f} & \text { in } \mathbb{R}_{+}^{n}, \\
\operatorname{div} \boldsymbol{z} & =h & \text { in } \mathbb{R}_{+}^{n},  \tag{2.11}\\
\boldsymbol{z} & =\mathbf{0} & & \text { on } \Gamma .
\end{array}
$$

With the assumption $\frac{n}{p^{\prime}} \neq 1$, we know that problem (2.11) admits a unique solution $(\boldsymbol{z}, \eta) \in \boldsymbol{W}_{1}^{2, p}\left(\mathbb{R}_{+}^{n}\right) \times W_{1}^{1, p}\left(\mathbb{R}_{+}^{n}\right)$ (see [7, Theorem 5.2]). Thus we can deduce that $\left.\partial_{n} \boldsymbol{z}^{\prime}\right|_{\Gamma} \in \boldsymbol{W}_{1}^{1-1 / p, p}(\Gamma)$. In addition, we can notice that we have the imbeddings $W_{1}^{2, p}\left(\mathbb{R}_{+}^{n}\right) \hookrightarrow W_{0}^{1, p}\left(\mathbb{R}_{+}^{n}\right)$ and $W_{1}^{1, p}\left(\mathbb{R}_{+}^{n}\right) \hookrightarrow L^{p}\left(\mathbb{R}_{+}^{n}\right)$ without condition, whereas we have $W_{1}^{1-1 / p, p}(\Gamma) \hookrightarrow W_{0}^{-1 / p, p}(\Gamma)$ only if $\frac{n}{p^{\prime}} \neq 1$.

Indeed, we can break it down into

$$
W_{1}^{1-1 / p, p}(\Gamma) \hookrightarrow W_{1 / p}^{0, p}(\Gamma) \quad \text { and } \quad W_{1 / p}^{0, p}(\Gamma) \hookrightarrow W_{0}^{-1 / p, p}(\Gamma)
$$

The first imbedding holds without condition. By duality, the second is equivalent to $W_{0}^{1 / p, p^{\prime}}(\Gamma) \hookrightarrow W_{-1 / p}^{0, p^{\prime}}(\Gamma)$, which holds if $\frac{n-1}{p^{\prime}} \neq \frac{1}{p}$, i.e., $\frac{n}{p^{\prime}} \neq 1$.

So, $(\boldsymbol{z}, \eta) \in \boldsymbol{W}_{0}^{1, p}\left(\mathbb{R}_{+}^{n}\right) \times L^{p}\left(\mathbb{R}_{+}^{n}\right)$, and above all $\gamma_{1} \boldsymbol{z}^{\prime} \in \boldsymbol{W}_{0}^{-1 / p, p}(\Gamma)$, which allows us to consider the second auxiliary problem

$$
\begin{array}{rlll}
-\Delta \boldsymbol{v}+\nabla \vartheta=\mathbf{0} & \text { and } & \operatorname{div} \boldsymbol{v}=0 & \text { in } \mathbb{R}_{+}^{n},  \tag{2.12}\\
v_{n}=g_{n} & \text { and } & \partial_{n} \boldsymbol{v}^{\prime}=\boldsymbol{g}^{\prime}-\partial_{n} \boldsymbol{z}^{\prime} & \text { on } \Gamma,
\end{array}
$$

where $\boldsymbol{g}^{\prime}-\left.\partial_{n} \boldsymbol{z}^{\prime}\right|_{\Gamma}=\boldsymbol{g}^{\prime}-\gamma_{1} \boldsymbol{z}^{\prime} \in \boldsymbol{W}_{0}^{-1 / p, p}(\Gamma)$. Then, Proposition 2.1 yields a pair $(\boldsymbol{v}, \vartheta) \in \boldsymbol{W}_{0}^{1, p}\left(\mathbb{R}_{+}^{n}\right) \times L^{p}\left(\mathbb{R}_{+}^{n}\right)$ which is a solution to (2.12), provided the orthogonality condition

$$
\begin{equation*}
\forall \boldsymbol{\varphi}^{\prime} \in \mathbb{R}^{n-1}, \quad\left\langle\boldsymbol{g}^{\prime}-\gamma_{1} \boldsymbol{z}^{\prime}, \boldsymbol{\varphi}^{\prime}\right\rangle_{\boldsymbol{W}_{0}^{-1 / p, p}(\Gamma) \times \boldsymbol{W}_{0}^{1 / p, p^{\prime}}(\Gamma)}=0 \tag{2.13}
\end{equation*}
$$

is satisfied if $n<p^{\prime}$. Now, we must write this condition by only the means of data. It suffices to notice that we have for all $\varphi \in \mathbb{R}^{n-1} \times\{0\}$,

$$
\begin{aligned}
\int_{\mathbb{R}_{+}^{n}} \boldsymbol{f} \cdot \boldsymbol{\varphi} \mathrm{~d} x & =\int_{\mathbb{R}_{+}^{n}}(-\Delta \boldsymbol{z}+\nabla \eta) \cdot \boldsymbol{\varphi} \mathrm{d} x \\
& =\left\langle\gamma_{1} \boldsymbol{z}^{\prime}, \boldsymbol{\varphi}^{\prime}\right\rangle_{\boldsymbol{W}_{0}^{-1 / p, p}(\Gamma) \times \boldsymbol{W}_{0}^{1 / p, p^{\prime}}(\Gamma)}
\end{aligned}
$$

to deduce that condition (2.13) is written

$$
\forall \boldsymbol{\varphi}^{\prime} \in \mathbb{R}^{n-1}, \quad \int_{\mathbb{R}_{+}^{n}} \boldsymbol{f}^{\prime} \cdot \boldsymbol{\varphi}^{\prime} \mathrm{d} x=\left\langle\boldsymbol{g}^{\prime}, \boldsymbol{\varphi}^{\prime}\right\rangle_{\boldsymbol{W}_{0}^{-1 / p, p}(\Gamma) \times \boldsymbol{W}_{0}^{1 / p, p^{\prime}}(\Gamma)}
$$

that is, more simply, the compatibility condition (2.10).
Then, the pair $(\boldsymbol{u}, \pi)=(\boldsymbol{v}+\boldsymbol{z}, \vartheta+\eta)$ which belongs to $\boldsymbol{W}_{0}^{1, p}\left(\mathbb{R}_{+}^{n}\right) \times L^{p}\left(\mathbb{R}_{+}^{n}\right)$ is a solution to $\left(\mathrm{S}^{\sharp}\right)$.

Finally, the uniqueness of solutions to $\left(S^{\sharp}\right)$ is a straightforward consequence of Proposition 2.1. $\quad$ -

Remark 2.4. Unlike Dirichlet boundary conditions, with Navier conditions it is not reasonable to consider data $(\boldsymbol{f}, h)$ in $\boldsymbol{W}_{0}^{-1, p}\left(\mathbb{R}_{+}^{n}\right) \times L^{p}\left(\mathbb{R}_{+}^{n}\right)$. Indeed, with such data for problem (2.11) we should get the velocity field $\boldsymbol{z}$ in the space $W_{0}^{1, p}\left(\mathbb{R}_{+}^{n}\right)$, and we cannot give a meaning to the trace of $\partial_{n} \boldsymbol{z}^{\prime}$ in that case without an ad hoc assumption. This limitation is not due to the method employed here; it is the same situation as in the Neumann problem for the Laplacian (see [4]).
3. A wide class of behavior at infinity. Naturally, this problem will be solved by the consideration of a scale of weights which extends the weight zero of the previous section. After the study of the kernel of the operator associated to this problem, we will show that the method established for the homogeneous system with the weight zero works in fact for any weight. The main difficulty is getting compatibility conditions into all the auxiliary problems from that of the original problem. Next, the treatment of the nonhomogeneous system will be noticeably different.
3.1. The kernel. In the half-space, the key to this question is the reflection principle. We can find an extensive study of this principle in the work of Farwig (see [13]). With these boundary conditions, the reflection principle is simpler than that for the Dirichlet conditions, and it can be deduced from the classical Schwarz reflection principle for the harmonic functions.

Let $\ell \in \mathbb{Z}$, and let $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{\ell}^{1, p}\left(\mathbb{R}_{+}^{n}\right) \times W_{\ell}^{0, p}\left(\mathbb{R}_{+}^{n}\right)$ be an element of the kernel of the Stokes operator with Navier boundary conditions - that is, a solution of (2.1) with homogeneous boundary conditions; then the unique extension ( $\tilde{\boldsymbol{u}}, \tilde{\pi}$ ) of ( $\boldsymbol{u}, \pi$ ) to the whole space, satisfying

$$
-\Delta \tilde{\boldsymbol{u}}+\nabla \tilde{\pi}=\mathbf{0} \quad \text { and } \quad \operatorname{div} \tilde{\boldsymbol{u}}=0 \quad \text { in } \mathbb{R}^{n}
$$

is given by the continuation formulae as follows: for all $x=\left(x^{\prime}, x_{n}\right) \in \mathbb{R}_{-}^{n}$,

$$
\tilde{\boldsymbol{u}}^{\prime}(x)=\boldsymbol{u}^{\prime}\left(x^{*}\right), \tilde{u}_{n}(x)=-u_{n}\left(x^{*}\right), \tilde{\pi}(x)=\pi\left(x^{*}\right), \quad \text { where } x^{*}=\left(x^{\prime},-x_{n}\right) .
$$

Moreover, such $\tilde{\pi}$ and $\tilde{\boldsymbol{u}}$ are, respectively, harmonic and biharmonic tempered distributions in $\mathbb{R}^{n}$, and thus polynomials. For all $k \in \mathbb{Z}$, let us denote

$$
\begin{aligned}
\mathcal{S}_{k}^{\sharp}=\left\{(\boldsymbol{\lambda}, \mu) \in \mathcal{P}_{k}^{\Delta^{2}} \times \mathcal{P}_{k-1}^{\Delta} ;-\Delta \boldsymbol{\lambda}+\nabla \mu=\mathbf{0} \text { and } \operatorname{div} \boldsymbol{\lambda}\right. & =0 \text { in } \mathbb{R}_{+}^{n}, \\
\partial_{n} \boldsymbol{\lambda}^{\prime} & \left.=\mathbf{0} \text { and } \lambda_{n}=0 \text { on } \Gamma\right\} .
\end{aligned}
$$

According to the maximum degree of polynomials in weighted Sobolev spaces (see [2]), we can characterize this kernel as follows.

Corollary 3.1. Let $\ell \in \mathbb{Z}$ with hypothesis (1.6); then the kernel of the Stokes operator with Navier boundary conditions in $\boldsymbol{W}_{\ell}^{1, p}\left(\mathbb{R}_{+}^{n}\right) \times W_{\ell}^{0, p}\left(\mathbb{R}_{+}^{n}\right)$ is the space $\mathcal{S}_{[1-\ell-n / p]}^{\sharp}$.

In fact, this kernel does not depend on the regularity according to the Sobolev imbbedings. More precisely, we have the following result.

Corollary 3.2. Let $\ell \in \mathbb{Z}$ and $m \in \mathbb{N}^{*}$ with (1.7); then the kernel of the Stokes operator with Navier boundary conditions in $\boldsymbol{W}_{m+\ell}^{m+1, p}\left(\mathbb{R}_{+}^{n}\right) \times W_{m+\ell}^{m, p}\left(\mathbb{R}_{+}^{n}\right)$ is the space $\mathcal{S}_{[1-\ell-n / p]}^{\sharp}$.

Using an idea due to Boulmezaoud (see [10]), we can also express this space from the polynomial spaces $\mathcal{A}_{k}^{\Delta}$ and $\mathcal{N}_{k}^{\Delta}$ which define the kernels of the Laplacian with Dirichlet and Neumann boundary conditions in the half-space. With this aim, we will use the operator $\Pi_{N}$-introduced in [5] for the biharmonic problem-defined as follows:

$$
\forall s \in \mathcal{N}_{k}^{\Delta}, \quad \Pi_{N} s\left(x^{\prime}, x_{n}\right)=\frac{1}{2} x_{n} \int_{0}^{x_{n}} s\left(x^{\prime}, t\right) \mathrm{d} t
$$

and satisfying for all $s \in \mathcal{N}_{k}^{\Delta}, \Delta \Pi_{N} s=s$ in $\mathbb{R}_{+}^{n}$ and $\Pi_{N} s=\partial_{n} \Pi_{N} s=0$ on $\Gamma$.
Proposition 3.3. Let $\ell \in \mathbb{Z}$. The pair $(\boldsymbol{\lambda}, \mu) \in \mathcal{S}_{[1-\ell-n / p]}^{\sharp}$ if and only if there exists $\boldsymbol{\varphi} \in \boldsymbol{\mathcal { N }}_{[1-\ell-n / p]}^{\Delta} \times \mathcal{A}_{[1-\ell-n / p]}^{\Delta}$ such that

$$
\begin{equation*}
\boldsymbol{\lambda}=\boldsymbol{\varphi}-\nabla \Pi_{N} \operatorname{div} \varphi, \quad \mu=-\operatorname{div} \varphi \tag{3.1}
\end{equation*}
$$

Proof. Given $(\boldsymbol{\lambda}, \mu) \in \mathcal{S}_{[1-\ell-n / p]}^{\sharp}$, we have $\Delta \mu=0$ in $\mathbb{R}_{+}^{n}$ and $\partial_{n} \mu=0$ on $\Gamma$, and hence $\mu \in \mathcal{N}_{[1-\ell-n / p]}^{\Delta}$. So we can write $\Delta\left(\boldsymbol{\lambda}-\nabla \Pi_{N} \mu\right)=\Delta \boldsymbol{\lambda}-\nabla \mu=\mathbf{0}$, which implies the existence of $\varphi \in \mathcal{P}_{[1-\ell-n / p]}^{\Delta}$ such that

$$
\begin{equation*}
\varphi=\boldsymbol{\lambda}-\nabla \Pi_{N} \mu \tag{3.2}
\end{equation*}
$$

In fact, we can see that $\boldsymbol{\varphi} \in \boldsymbol{\mathcal { N }}_{[1-\ell-n / p]}^{\Delta} \times \mathcal{A}_{[1-\ell-n / p]}^{\Delta}$ by considerations on the parity of $\boldsymbol{\lambda}^{\prime}, \lambda_{n}$, and $\nabla \Pi_{N} \mu$. In addition, applying the operator div to (3.2), we get $\operatorname{div} \varphi=-\mu$, which yields (3.1) by substitution in (3.2).

Conversely, we can verify that such a pair $(\boldsymbol{\lambda}, \mu)$ belongs to $\mathcal{S}_{[1-\ell-n / p]}^{\sharp}$.
Remark 3.4. It is clear that if $\ell>0$, this kernel is reduced to $\{\mathbf{0}\}$, and if $\ell=0$, we find $\mathbb{R}^{n-1} \times\{0\}^{2}$ as in Proposition 2.1 and Theorem 2.3. However, for $\ell>0$, a compatibility condition symmetrically appears for the data, which extends that of the weight zero.
3.2. Generalized solutions. Here is the generalization of Theorem 2.3 for any weight $\ell \in \mathbb{Z}$. This result will be completely proved at the end of this section.

Theorem 3.5. Let $\ell \in \mathbb{Z}$ and assume that

$$
\begin{equation*}
n / p^{\prime} \notin\{1, \ldots, \ell+1\} \quad \text { and } \quad n / p \notin\{1, \ldots,-\ell\} . \tag{3.3}
\end{equation*}
$$

For any $\boldsymbol{f} \in \boldsymbol{W}_{\ell+1}^{0, p}\left(\mathbb{R}_{+}^{n}\right), h \in W_{\ell+1}^{1, p}\left(\mathbb{R}_{+}^{n}\right), g_{n} \in W_{\ell}^{1-1 / p, p}(\Gamma)$, and $\boldsymbol{g}^{\prime} \in \boldsymbol{W}_{\ell}^{-1 / p, p}(\Gamma)$ satisfying the compatibility condition

$$
\begin{align*}
& \forall \boldsymbol{\varphi} \in \boldsymbol{\mathcal { N }}_{\left[1+\ell-n / p^{\prime}\right]}^{\Delta} \times \mathcal{A}_{\left[1+\ell-n / p^{\prime}\right]}^{\Delta}, \\
& \int_{\mathbb{R}_{+}^{n}}(\boldsymbol{f}-\nabla h) \cdot \boldsymbol{\varphi} \mathrm{d} x+\left\langle\operatorname{div} \boldsymbol{f}, \Pi_{N} \operatorname{div} \boldsymbol{\varphi}\right\rangle_{W_{\ell+1}^{-1, p}\left(\mathbb{R}_{+}^{n}\right) \times{\stackrel{\circ}{W_{-\ell-1}^{1, p}}}^{p^{\prime}}\left(\mathbb{R}_{+}^{n}\right)}  \tag{3.4}\\
& \quad+\int_{\Gamma} g_{n} \partial_{n} \varphi_{n} \mathrm{~d} x^{\prime}-\left\langle\boldsymbol{g}^{\prime}, \boldsymbol{\varphi}^{\prime}\right\rangle_{\boldsymbol{W}_{\ell}^{-1 / p, p}(\Gamma) \times \boldsymbol{W}_{-\ell}^{1-1 / p^{\prime}, p^{\prime}}{ }_{(\Gamma)}=0,}=0,
\end{align*}
$$

problem $\left(S^{\sharp}\right)$ admits a solution $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{\ell}^{1, p}\left(\mathbb{R}_{+}^{n}\right) \times W_{\ell}^{0, p}\left(\mathbb{R}_{+}^{n}\right)$, unique up to an element of $\mathcal{S}_{[1-\ell-n / p]}^{\sharp}$, with the estimate

$$
\begin{aligned}
& \quad \inf _{(\boldsymbol{\lambda}, \mu) \in \mathcal{S}_{[1-\ell-n / p]}^{\sharp}}\left(\|\boldsymbol{u}+\boldsymbol{\lambda}\|_{\boldsymbol{W}_{\ell}^{1, p}\left(\mathbb{R}_{+}^{n}\right)}+\|\pi+\mu\|_{W_{\ell}^{0, p}\left(\mathbb{R}_{+}^{n}\right)}\right) \\
& \quad \leqslant C\left(\|\boldsymbol{f}\|_{\boldsymbol{W}_{\ell+1}^{0, p}\left(\mathbb{R}_{+}^{n}\right)}+\|h\|_{W_{\ell+1}^{0, p}\left(\mathbb{R}_{+}^{n}\right)}+\left\|g_{n}\right\|_{W_{\ell}^{1-1 / p, p}(\Gamma)}+\left\|\boldsymbol{g}^{\prime}\right\|_{\boldsymbol{W}_{\ell}^{-1 / p, p}(\Gamma)}\right) .
\end{aligned}
$$

Since the kernel has been characterized before, now it remains to show the necessity of condition (3.4) and, above all, the existence of a solution, that is, the surjectivity of this operator. As for the weight zero, we will start with the homogeneous problem, and then we will consider more regular data on the boundary to finish by this theorem.
3.3. The compatibility condition. If $(\boldsymbol{u}, \pi)$ is a solution to $\left(S^{\sharp}\right)$, then we have the following Green's formula:

$$
\begin{aligned}
& \forall(\boldsymbol{\lambda}, \mu) \in \mathcal{S}_{\left[1+\ell-n / p^{\prime}\right]}^{\sharp}, \\
& \qquad \int_{\mathbb{R}_{+}^{n}}(-\Delta \boldsymbol{u}+\nabla \pi) \cdot \boldsymbol{\lambda} \mathrm{d} x-\int_{\mathbb{R}_{+}^{n}}(\operatorname{div} \boldsymbol{u}) \mu \mathrm{d} x \\
& =-\int_{\Gamma} u_{n} \partial_{n} \lambda_{n} \mathrm{~d} x^{\prime}+\left\langle\partial_{n} \boldsymbol{u}^{\prime}, \boldsymbol{\lambda}^{\prime}\right\rangle_{\boldsymbol{W}_{\ell}^{-1 / p, p}(\Gamma) \times \boldsymbol{W}_{-\ell}^{1-1 / p^{\prime}, p^{\prime}}(\Gamma)}+\int_{\Gamma} u_{n} \mu \mathrm{~d} x^{\prime} .
\end{aligned}
$$

Hence we have a first formulation of the compatibility condition for data $\boldsymbol{f}, h, g_{n}, \boldsymbol{g}^{\prime}$ :

$$
\begin{align*}
& \forall(\boldsymbol{\lambda}, \mu) \in \mathcal{S}_{\left[1+\ell-n / p^{\prime}\right]}^{\sharp}, \quad \int_{\mathbb{R}_{+}^{n}} \boldsymbol{f} \cdot \boldsymbol{\lambda} \mathrm{~d} x-\int_{\mathbb{R}_{+}^{n}} h \mu \mathrm{~d} x  \tag{3.5}\\
& =\quad-\int_{\Gamma} g_{n}\left(\partial_{n} \lambda_{n}-\mu\right) \mathrm{d} x^{\prime}+\left\langle\boldsymbol{g}^{\prime}, \boldsymbol{\lambda}^{\prime}\right\rangle_{\boldsymbol{W}_{\ell}^{-1 / p, p}(\Gamma) \times \boldsymbol{W}_{-\ell}^{1-1 / p^{\prime}, p^{\prime}}(\Gamma)} .
\end{align*}
$$

Now, in order to use Proposition 3.3, we can observe that

$$
\begin{aligned}
\forall \varphi \in & \mathcal{N}_{\left[1+\ell-n / p^{\prime}\right]}^{\Delta} \times \mathcal{A}_{\left[1+\ell-n / p^{\prime}\right]}^{\Delta}, \\
& \int_{\mathbb{R}_{+}^{n}} \boldsymbol{f} \cdot\left(\nabla \Pi_{N} \operatorname{div} \boldsymbol{\varphi}\right) \mathrm{d} x=\left\langle-\operatorname{div} \boldsymbol{f}, \Pi_{N} \operatorname{div} \boldsymbol{\varphi}\right\rangle_{W_{\ell+1}^{-1, p}\left(\mathbb{R}_{+}^{n}\right) \times{\stackrel{\circ}{W_{-\ell-1}^{1, ~}}}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right)}
\end{aligned}
$$

and

$$
\int_{\mathbb{R}_{+}^{n}} h \operatorname{div} \varphi \mathrm{~d} x=-\int_{\mathbb{R}_{+}^{n}} \nabla h \cdot \varphi \mathrm{~d} x
$$

On the other hand, for the trace terms, we have

$$
\boldsymbol{\lambda}^{\prime}=\varphi^{\prime} \text { and } \partial_{n} \lambda_{n}-\mu=\partial_{n} \varphi_{n} \text { on } \Gamma .
$$

According to Proposition 3.3 and introducing these identities in (3.5), we get (3.4) as a second formulation for the compatibility condition.
3.4. Weak and strong solutions in the homogeneous case. Here again, we start with the homogeneous Stokes system (2.1). In fact the method of subsection 2.1 works for any weight. The extra trouble comes from the compatibility conditions for the auxiliary problems. Following step by step the proof of Proposition 2.1, we throw light on this problem.

Proof of Proposition 2.1 revisited. Point (i) is unchanged.
(ii) The compatibility condition (3.4) adapted to problem (2.1) is written as

$$
\begin{align*}
\forall \boldsymbol{\varphi} \in & \boldsymbol{N}_{\left[1+\ell-n / p^{\prime}\right]}^{\Delta} \times \mathcal{A}_{\left[1+\ell-n / p^{\prime}\right]}^{\Delta} \\
& \int_{\Gamma} g_{n} \partial_{n} \varphi_{n} \mathrm{~d} x^{\prime}-\left\langle\boldsymbol{g}^{\prime}, \boldsymbol{\varphi}^{\prime}\right\rangle_{\boldsymbol{W}_{\ell}^{-1 / p, p}(\Gamma) \times \boldsymbol{W}_{-\ell}^{1-1 / p^{\prime}, p^{\prime}}(\Gamma)}=0 . \tag{3.6}
\end{align*}
$$

Step 1. Problem (B). For (2.2), the compatibility condition is

$$
\begin{equation*}
\forall \psi \in \mathcal{A}_{\left[3+\ell-n / p^{\prime}\right]}^{\Delta},\left\langle\Delta^{\prime} g_{n}-\operatorname{div}^{\prime} \boldsymbol{g}^{\prime}, \partial_{n} \psi\right\rangle_{\boldsymbol{W}_{\ell}^{-1-1 / p, p}(\Gamma) \times \boldsymbol{W}_{-\ell}^{2-1 / p^{\prime}, p^{\prime}}(\Gamma)}=0 \tag{3.7}
\end{equation*}
$$

(see [7, Theorem 3.5]). By means of Green's formulae, we can rewrite it as

$$
\forall \psi \in \mathcal{A}_{\left[3+\ell-n / p^{\prime}\right]}^{\Delta}, \quad \int_{\Gamma} g_{n} \partial_{n} \Delta^{\prime} \psi \mathrm{d} x^{\prime}+\left\langle\boldsymbol{g}^{\prime}, \partial_{n} \nabla^{\prime} \psi\right\rangle_{\boldsymbol{W}_{\ell}^{-1 / p, p}(\Gamma) \times \boldsymbol{W}_{-\ell}^{1-1 / p^{\prime}, p^{\prime}}(\Gamma)}=0
$$

Now, to see that it is a consequence of (3.6), it suffices to remark that

$$
\forall \psi \in \mathcal{A}_{\left[3+\ell-n / p^{\prime}\right]}^{\Delta}, \quad \Delta^{\prime} \psi \in \mathcal{A}_{\left[1+\ell-n / p^{\prime}\right]}^{\Delta}, \quad \text { and } \quad \partial_{n} \nabla^{\prime} \psi \in \mathcal{N}_{\left[1+\ell-n / p^{\prime}\right]}^{\Delta}
$$

So, we get $z_{n} \in W_{\ell}^{-1, p}\left(\mathbb{R}_{+}^{n}\right) / \mathcal{A}_{[-1-\ell-n / p]}^{\Delta}$ as a solution to (2.2).
For (2.3), the compatibility condition is

$$
\begin{equation*}
\forall \psi \in \mathcal{A}_{\left[1+\ell-n / p^{\prime}\right]}^{\Delta}, \quad\left\langle z_{n}, \psi\right\rangle_{W_{\ell}^{-1, p}\left(\mathbb{R}_{+}^{n}\right) \times \stackrel{\circ}{W}_{-\ell}^{1, p^{\prime}\left(\mathbb{R}_{+}^{n}\right)}}=\int_{\Gamma} g_{n} \partial_{n} \psi \mathrm{~d} x^{\prime} \tag{3.8}
\end{equation*}
$$

(see [5, Theorem 2.5]). First, (3.6) implies that for any $\psi \in \mathcal{A}_{\left[1+\ell-n / p^{\prime}\right]}^{\Delta}$, we have $\int_{\Gamma} g_{n} \partial_{n} \psi \mathrm{~d} x^{\prime}=0$. It remains to show that the left-hand term is also zero. For this, we need to express $\mathcal{A}_{\left[1+\ell-n / p^{\prime}\right]}^{\Delta}$ by means of the kernel of the biharmonic operator $\mathcal{B}_{k}$-that is, the space of polynomials $\zeta$ such that $\Delta^{2} \zeta=0$ in $\mathbb{R}_{+}^{n}$ and $\zeta=\partial_{n} \zeta=0$ on $\Gamma$. We showed in [5, Lemma 4.4] that

$$
\begin{equation*}
\forall k \in \mathbb{Z}, \quad \mathcal{B}_{k+2}=\Pi_{D} \mathcal{A}_{k}^{\Delta} \oplus \Pi_{N} \mathcal{N}_{k}^{\Delta} \tag{3.9}
\end{equation*}
$$

where $\Pi_{D}$-which is the equivalent for the odd harmonic polynomials with respect to $x_{n}$ of the operator $\Pi_{N}$ for the even harmonic polynomials with respect to $x_{n}$-is defined as follows:

$$
\forall r \in \mathcal{A}_{k}^{\Delta}, \quad \Pi_{D} r\left(x^{\prime}, x_{n}\right)=\frac{1}{2} \int_{0}^{x_{n}} \operatorname{tr}\left(x^{\prime}, t\right) \mathrm{d} t
$$

and satisfies for all $r \in \mathcal{A}_{k}^{\Delta}, \Delta \Pi_{D} r=r$ in $\mathbb{R}_{+}^{n}$ and $\Pi_{D} r=\partial_{n} \Pi_{D} r=0$ on $\Gamma$. From (3.9), we get for any $\psi \in \mathcal{A}_{\left[1+\ell-n / p^{\prime}\right]}^{\Delta}, \Pi_{D} \psi=\zeta \in \mathcal{B}_{\left[3+\ell-n / p^{\prime}\right]}$ and thus we have $\psi=\Delta \zeta$. So, by means of a Green's formula (see [7, Lemma 3.7] for the justification), we get

$$
\begin{aligned}
\forall \psi \in \mathcal{A}_{\left[1+\ell-n / p^{\prime}\right]}^{\Delta}, \exists \zeta \in & \mathcal{B}_{\left[3+\ell-n / p^{\prime}\right]} \text { such that } \\
& \left\langle z_{n}, \psi\right\rangle_{W_{\ell}^{-1, p}\left(\mathbb{R}_{+}^{n}\right) \times \stackrel{\circ}{W}_{-\ell}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right)}=\left\langle z_{n}, \Delta \zeta\right\rangle=\left\langle\Delta z_{n}, \zeta\right\rangle=0 .
\end{aligned}
$$

So (3.8) is proved and we get $u_{n} \in W_{\ell}^{1, p}\left(\mathbb{R}_{+}^{n}\right) / \mathcal{A}_{[1-\ell-n / p]}^{\Delta}$ as a solution to (2.3).
Step 2. Problem (N1). Here $\Delta u_{n} \in W_{\ell}^{-1-1 / p, p}(\Gamma)$ (see [7, Lemma 3.7]), and for this problem, the compatibility condition is

$$
\begin{equation*}
\forall \psi \in \mathcal{N}_{\left[2+\ell-n / p^{\prime}\right]}^{\Delta}, \quad\left\langle\Delta u_{n}, \psi\right\rangle_{W_{\ell}^{-1-1 / p, p}(\Gamma) \times W_{-\ell}^{2-1 / p^{\prime}, p^{\prime}}(\Gamma)}=0 \tag{3.10}
\end{equation*}
$$

(see [7, Theorem 3.3]). For any $\psi \in \mathcal{N}_{\left[2+\ell-n / p^{\prime}\right]}^{\Delta}$, if we put $\zeta=\int_{0}^{x_{n}} \psi\left(x^{\prime}, t\right) \mathrm{d} t$, this yields $\psi=\partial_{n} \zeta$ with $\zeta \in \mathcal{A}_{\left[3+\ell-n / p^{\prime}\right]}^{\Delta}$. Since $\Delta u_{n}=\Delta^{\prime} g_{n}-\operatorname{div}^{\prime} \boldsymbol{g}^{\prime}$ on $\Gamma$, we see that (3.10) is exactly written as condition (3.7), which is satisfied.

So, we get $\pi \in W_{\ell}^{0, p}\left(\mathbb{R}_{+}^{n}\right) / \mathcal{N}_{[-\ell-n / p]}^{\Delta}$ as a solution to (N1).
Step 3. Problem (N2). For (2.6), the compatibility condition is

$$
\begin{equation*}
\forall \psi \in \mathcal{N}_{\left[\ell-n / p^{\prime}\right]}^{\Delta}, \quad \int_{\mathbb{R}_{+}^{n}} \pi \psi \mathrm{~d} x=0 \tag{3.11}
\end{equation*}
$$

(see [4, Theorem 3.1]). According to (3.9), we also have, for any $\psi \in \mathcal{N}_{\left[\ell-n / p^{\prime}\right]}^{\Delta}$, $\Pi_{N} \psi=\zeta \in \mathcal{B}_{\left[2+\ell-n / p^{\prime}\right]}$, and thus $\psi=\Delta \zeta$. So, we have
$\forall \psi \in \mathcal{N}_{\left[\ell-n / p^{\prime}\right]}^{\Delta}, \exists \zeta \in \mathcal{B}_{\left[2+\ell-n / p^{\prime}\right]}$ such that

$$
\int_{\mathbb{R}_{+}^{n}} \pi \psi \mathrm{~d} x=\int_{\mathbb{R}_{+}^{n}} \pi \Delta \zeta \mathrm{~d} x=\langle\Delta \pi, \zeta\rangle=0
$$

Thus (3.11) is proved, and we get $w \in W_{\ell}^{2, p}\left(\mathbb{R}_{+}^{n}\right) / \mathcal{N}_{[2-\ell-n / p]}^{\Delta}$ as a solution to (2.6). Consequently, $\boldsymbol{v}^{\prime}=\nabla^{\prime} w \in \boldsymbol{W}_{\ell}^{1, p}\left(\mathbb{R}_{+}^{n}\right) / \boldsymbol{N}_{[1-\ell-n / p]}^{\Delta}$ is a solution to problem (2.4).

Finally, for problem (2.5), the compatibility condition is

$$
\begin{equation*}
\forall \boldsymbol{\varphi}^{\prime} \in \boldsymbol{N}_{\left[1+\ell-n / p^{\prime}\right]}^{\Delta}, \quad\left\langle\boldsymbol{g}^{\prime}, \boldsymbol{\varphi}^{\prime}\right\rangle_{\boldsymbol{W}_{\ell}^{-1 / p, p}(\Gamma) \times \boldsymbol{W}_{-\ell}^{1-1 / p^{\prime}, p^{\prime}}{ }_{(\Gamma)}=0.00 .} \tag{3.12}
\end{equation*}
$$

(see [7, Theorem 3.4]). It is clear that (3.12), is include in (3.6), and then we get $\boldsymbol{z}^{\prime} \in \boldsymbol{W}_{\ell}^{1, p}\left(\mathbb{R}_{+}^{n}\right) / \boldsymbol{N}_{[1-\ell-n / p]}^{\Delta}$ as a solution to (2.5).

So $\boldsymbol{u}^{\prime}=\boldsymbol{v}^{\prime}+\boldsymbol{z}^{\prime} \in \boldsymbol{W}_{\ell}^{1, p}\left(\mathbb{R}_{+}^{n}\right) / \boldsymbol{\mathcal { N }}_{[1-\ell-n / p]}^{\Delta}$ is a solution to (N2).
Remark 3.6. The set of critical values for all these auxiliary problems is given by hypothesis (1.6). This is the good set of critical values for the homogeneous problem (2.1), and the supplementary value $n / p^{\prime}=\ell+1$ will appear only in the nonhomogeneous problem $\left(S^{\sharp}\right)$.
(iii) To recover the $n$th component of (2.1a) - that is, (2.7) - and (2.1b) from (B), (N1), and (N2), we will use the nonuniqueness of their respective solutions $u_{n}, \pi$, and $\boldsymbol{u}^{\prime}$, constructed in (ii), to select a "good one."

Since $\Delta u_{n}-\partial_{n} \pi$ satisfies (2.8) and belongs to $W_{\ell}^{-1, p}\left(\mathbb{R}_{+}^{n}\right)$, we can deduce that $\Delta u_{n}-\partial_{n} \pi \in \mathcal{A}_{[-1-\ell-n / p]}^{\Delta}$. As $\pi$ is defined up to an element of $\mathcal{N}_{[-\ell-n / p]}^{\Delta}, \partial_{n} \pi$ is defined up to an element of $\mathcal{A}_{[-1-\ell-n / p]}^{\Delta}$, and thus we can choose $\pi$ such that $\Delta u_{n}-\partial_{n} \pi=0$.

Since $\operatorname{div} \boldsymbol{u}$ satisfies (2.9) and belongs to $W_{\ell}^{0, p}\left(\mathbb{R}_{+}^{n}\right)$, we can deduce that $\operatorname{div} \boldsymbol{u} \in$ $\mathcal{N}_{[-\ell-n / p]}^{\Delta}$. As $\boldsymbol{u}^{\prime}$ is defined up to an element of $\boldsymbol{\mathcal { N }}_{[1-\ell-n / p]}^{\Delta}, \operatorname{div}^{\prime} \boldsymbol{u}^{\prime}$ is defined up to an element of $\mathcal{N}_{[-\ell-n / p]}^{\Delta}$, and thus we can choose $\boldsymbol{u}^{\prime}$ such that $\operatorname{div} \boldsymbol{u}=0$.

To finish this proof, let us notice that the characterization of the kernel gives an answer to point (iv).

So we have established the existence of weak solutions to the homogeneous problem, and we can sum up in the following result.

Proposition 3.7. Let $\ell \in \mathbb{Z}$ with hypothesis (1.6). For any $g_{n} \in W_{\ell}^{1-1 / p, p}(\Gamma)$ and $\boldsymbol{g}^{\prime} \in \boldsymbol{W}_{\ell}^{-1 / p, p}(\Gamma)$, satisfying the compatibility condition (3.6), problem (2.1) admits a solution $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{\ell}^{1, p}\left(\mathbb{R}_{+}^{n}\right) \times W_{\ell}^{0, p}\left(\mathbb{R}_{+}^{n}\right)$, unique up to an element of $\mathcal{S}_{[1-\ell-n / p]}^{\sharp}$, with the estimate

$$
\begin{aligned}
\inf _{(\boldsymbol{\lambda}, \mu) \in \mathcal{S}_{[1-\ell-n / p]}^{\sharp}}\left(\|\boldsymbol{u}+\boldsymbol{\lambda}\|_{\boldsymbol{W}_{\ell}^{1, p}\left(\mathbb{R}_{+}^{n}\right)}+\|\right. & \left.+\mu \|_{W_{\ell}^{0, p}\left(\mathbb{R}_{+}^{n}\right)}\right) \\
& \leqslant C\left(\left\|g_{n}\right\|_{W_{\ell}^{1-1 / p, p}(\Gamma)}+\left\|\boldsymbol{g}^{\prime}\right\|_{\boldsymbol{W}_{\ell}^{-1 / p, p}(\Gamma)}\right) .
\end{aligned}
$$

Now, always for the homogeneous problem, we will consider the case of more regular boundary conditions, which yields strong solutions.

Proposition 3.8. Let $\ell \in \mathbb{Z}$ and assume that

$$
\begin{equation*}
n / p^{\prime} \notin\{1, \ldots, \ell+1\} \quad \text { and } \quad n / p \notin\{1, \ldots,-\ell-1\} . \tag{3.13}
\end{equation*}
$$

For any $g_{n} \in W_{\ell+1}^{2-1 / p, p}(\Gamma)$ and $\boldsymbol{g}^{\prime} \in \boldsymbol{W}_{\ell+1}^{1-1 / p, p}(\Gamma)$, satisfying condition (3.6), problem (2.1) admits a solution $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{\ell+1}^{2, p}\left(\mathbb{R}_{+}^{n}\right) \times W_{\ell+1}^{1, p}\left(\mathbb{R}_{+}^{n}\right)$, unique up to an element of $\mathcal{S}_{[1-\ell-n / p]}^{\sharp}$, with the corresponding estimate.

Proof. We simply resume the proof of Proposition 3.7, which we named "Proof of Proposition 2.1 revisited" at the beginning of subsection 3.4, using the regularity results for the harmonic and biharmonic operators.

First, for the biharmonic problem (B), split into the Dirichlet problems (2.2) and (2.3), we find $z_{n} \in W_{\ell+1}^{0, p}\left(\mathbb{R}_{+}^{n}\right)$ to be a solution to (2.2) (see [7, Theorem 3.8]); as well, we find $u_{n} \in W_{\ell+1}^{2, p}\left(\mathbb{R}_{+}^{n}\right)$ to be a solution to (2.3) (see [3, Corollary 3.4]). Second, for the first Neumann problem (N1), we find $\pi \in W_{\ell+1}^{1, p}\left(\mathbb{R}_{+}^{n}\right)$ (see [7, Theorem 3.4]). Last, concerning the second Neumann problem (N2), we find $\boldsymbol{u}^{\prime} \in \boldsymbol{W}_{\ell+1}^{2, p}\left(\mathbb{R}_{+}^{n}\right)$ (see [4, Corollary 3.3]). Moreover, all these results hold under hypothesis (3.13), which yields the optimal set of critical values for such data.

Remark 3.9. We can also get Proposition 3.8 as a regularity result from Proposition 3.7. Indeed, we have $W_{\ell+1}^{2-1 / p, p}(\Gamma) \hookrightarrow W_{\ell}^{1-1 / p, p}(\Gamma)$ if $\frac{n}{p} \neq-\ell$. On the other hand, the imbedding $W_{\ell+1}^{1-1 / p, p}(\Gamma) \hookrightarrow W_{\ell}^{-1 / p, p}(\Gamma)$ can be broken down into $W_{\ell+1}^{1-1 / p, p}(\Gamma) \hookrightarrow W_{\ell+1 / p}^{0, p}(\Gamma)$ and $W_{\ell+1 / p}^{0, p}(\Gamma) \hookrightarrow W_{\ell}^{-1 / p, p}(\Gamma)$. The first imbedding also holds if $\frac{n}{p} \neq-\ell$, and, by duality, we find $\frac{n}{p^{\prime}} \neq \ell+1$ as a condition for the second imbedding. So, under hypothesis (3.13), if in addition $\frac{n}{p} \neq-\ell$, we can deduce from Proposition 3.7 that problem (2.1) admits a solution $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{\ell}^{1, p}\left(\mathbb{R}_{+}^{n}\right) \times W_{\ell}^{0, p}\left(\mathbb{R}_{+}^{n}\right)$. Then, as in [7, Corollary 5.5], we can show by regularity arguments that in fact $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{\ell+1}^{2, p}\left(\mathbb{R}_{+}^{n}\right) \times W_{\ell+1}^{1, p}\left(\mathbb{R}_{+}^{n}\right)$. The cost of this approach is thus the supplementary critical value $\frac{n}{p}=-\ell$.
3.5. The nonhomogeneous case. We start with enough regular data on the boundary - that is, the data of Proposition 3.8-to get strong solutions to the complete problem.

THEOREM 3.10. Let $\ell \in \mathbb{Z}$ with hypothesis (3.13). For any $\boldsymbol{f} \in \boldsymbol{W}_{\ell+1}^{0, p}\left(\mathbb{R}_{+}^{n}\right)$, $h \in W_{\ell+1}^{1, p}\left(\mathbb{R}_{+}^{n}\right), g_{n} \in W_{\ell+1}^{2-1 / p, p}(\Gamma), \boldsymbol{g}^{\prime} \in \boldsymbol{W}_{\ell+1}^{1-1 / p, p}(\Gamma)$, satisfying condition (3.4), problem $\left(S^{\sharp}\right)$ admits a solution $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{\ell+1}^{2, p}\left(\mathbb{R}_{+}^{n}\right) \times W_{\ell+1}^{1, p}\left(\mathbb{R}_{+}^{n}\right)$, unique up to an
element of $\mathcal{S}_{[1-\ell-n / p]}^{\sharp}$, with the estimate

$$
\begin{aligned}
& \inf _{(\boldsymbol{\lambda}, \mu) \in \mathcal{S}_{[1-\ell-n / p]}^{\sharp}}\left(\|\boldsymbol{u}+\boldsymbol{\lambda}\|_{\boldsymbol{W}_{\ell+1}^{2, p}\left(\mathbb{R}_{+}^{n}\right)}+\|\boldsymbol{\pi}+\mu\|_{W_{\ell+1}^{1, p}\left(\mathbb{R}_{+}^{n}\right)}\right) \\
& \quad \leqslant C\left(\|\boldsymbol{f}\|_{\boldsymbol{W}_{\ell+1}^{0, p}\left(\mathbb{R}_{+}^{n}\right)}+\|h\|_{W_{\ell+1}^{0, p}\left(\mathbb{R}_{+}^{n}\right)}+\left\|g_{n}\right\|_{W_{\ell+1}^{2-1 / p, p}(\Gamma)}+\left\|\boldsymbol{g}^{\prime}\right\|_{\boldsymbol{W}_{\ell+1}^{1-1 / p, p}(\Gamma)}\right) .
\end{aligned}
$$

Proof. It suffices to show the existence. We will naturally use the result in the homogeneous case established above. First, we consider the lifted problem

$$
\left(S_{b}\right)\left\{\begin{array}{rcl}
-\Delta \boldsymbol{v}+\nabla \pi=\boldsymbol{F} & \text { and } \quad & \operatorname{div} \boldsymbol{v}=H \\
v_{n}=0 & \text { and } \quad \partial_{n} \boldsymbol{v}^{\prime}=\mathbf{0} & \text { on } \Gamma .
\end{array}\right.
$$

Indeed, according to Lemma 1.1, there exists a lifting function $\boldsymbol{u}_{\boldsymbol{g}^{\prime}} \in \boldsymbol{W}_{\ell+1}^{2, p}\left(\mathbb{R}_{+}^{n}\right)$ of $\boldsymbol{g}^{\prime}$ such that $\partial_{n} \boldsymbol{u}_{\boldsymbol{g}^{\prime}}=\boldsymbol{g}^{\prime}$ on $\Gamma$, and there also exists $u_{g_{n}} \in W_{\ell+1}^{2, p}\left(\mathbb{R}_{+}^{n}\right)$ such that $u_{g_{n}}=g_{n}$ on $\Gamma$. Then, if we put $\boldsymbol{u}_{\boldsymbol{g}}=\left(\boldsymbol{u}_{\boldsymbol{g}^{\prime}}, u_{g_{n}}\right), \boldsymbol{F}=\boldsymbol{f}+\Delta \boldsymbol{u}_{\boldsymbol{g}}, H=h-\operatorname{div} \boldsymbol{u}_{\boldsymbol{g}}$, and $\boldsymbol{v}=\boldsymbol{u}-\boldsymbol{u}_{\boldsymbol{g}}$, the two problems $\left(S_{b}\right)$ and $\left(S^{\sharp}\right)$ are equivalent. In addition, by means of Green's formulae, we can easily verify that condition (3.5)-i.e., the alternative form of (3.4)—becomes, for ( $S_{b}$ ),

$$
\begin{equation*}
\forall(\boldsymbol{\lambda}, \mu) \in \mathcal{S}_{\left[1+\ell-n / p^{\prime}\right]}^{\sharp}, \quad \int_{\mathbb{R}_{+}^{n}} \boldsymbol{F} \cdot \boldsymbol{\lambda} \mathrm{~d} x-\int_{\mathbb{R}_{+}^{n}} H \mu \mathrm{~d} x=0 . \tag{3.14}
\end{equation*}
$$

Next, we extend $\boldsymbol{F}$ and $H$ to the whole space by $\tilde{\boldsymbol{F}} \in \boldsymbol{W}_{\ell+1}^{0, p}\left(\mathbb{R}^{n}\right)$ and $\tilde{H} \in W_{\ell+1}^{1, p}\left(\mathbb{R}^{n}\right)$ as follows:

$$
\begin{align*}
& \forall \varphi \in \mathcal{D}\left(\mathbb{R}^{n}\right), \forall \psi \in \mathcal{D}\left(\mathbb{R}^{n}\right), \\
& \int_{\mathbb{R}^{n}} \tilde{\boldsymbol{F}} \cdot \boldsymbol{\varphi} \mathrm{~d} x=\int_{\mathbb{R}_{+}^{n}} \boldsymbol{F} \cdot\left(\boldsymbol{\varphi}^{\prime}+\boldsymbol{\varphi}^{\prime *}, \varphi_{n}-\varphi_{n}^{*}\right) \mathrm{d} x  \tag{3.15}\\
& \int_{\mathbb{R}^{n}} \tilde{H} \psi \mathrm{~d} x=\int_{\mathbb{R}_{+}^{n}} H\left(\psi+\psi^{*}\right) \mathrm{d} x
\end{align*}
$$

where $\psi^{*}(x)=\psi\left(x^{*}\right)$ for any $x=\left(x^{\prime}, x_{n}\right) \in \mathbb{R}^{n}$ with $x^{*}=\left(x^{\prime},-x_{n}\right)$. We can also give a functional writing for this extension:

$$
(\tilde{\boldsymbol{F}}, \tilde{H})\left(x^{\prime}, x_{n}\right)= \begin{cases}(\boldsymbol{F}, H)\left(x^{\prime}, x_{n}\right) & \text { if } x_{n}>0 \\ \left(\boldsymbol{F}^{\prime},-F_{n}, H\right)\left(x^{\prime},-x_{n}\right) & \text { if } x_{n}<0\end{cases}
$$

Now, by Theorem 1.3, with hypothesis (3.13), we know that there exists $(\boldsymbol{w}, \vartheta) \in$ $\boldsymbol{W}_{\ell+1}^{2, p}\left(\mathbb{R}^{n}\right) \times W_{\ell+1}^{1, p}\left(\mathbb{R}^{n}\right)$, a solution to the problem

$$
(\tilde{S}): \quad-\Delta \boldsymbol{w}+\nabla \vartheta=\tilde{\boldsymbol{F}} \quad \text { and } \quad \operatorname{div} \boldsymbol{w}=\tilde{H} \quad \text { in } \mathbb{R}^{n}
$$

provided the condition $(\tilde{\boldsymbol{F}}, \tilde{H}) \perp \mathcal{S}_{\left[1+\ell-n / p^{\prime}\right]}$ is fulfilled, that is,

$$
\begin{equation*}
\forall(\boldsymbol{\Lambda}, M) \in \mathcal{S}_{\left[1+\ell-n / p^{\prime}\right]}, \quad \int_{\mathbb{R}^{n}} \tilde{\boldsymbol{F}} \cdot \boldsymbol{\Lambda} \mathrm{~d} x-\int_{\mathbb{R}^{n}} \tilde{H} M \mathrm{~d} x=0 \tag{3.16}
\end{equation*}
$$

Thanks to (3.15), we can write (3.16) as

$$
\begin{equation*}
\int_{\mathbb{R}_{+}^{n}} \boldsymbol{F} \cdot\left(\boldsymbol{\Lambda}^{\prime}+\boldsymbol{\Lambda}^{\prime *}, \Lambda_{n}-\Lambda_{n}^{*}\right) \mathrm{d} x-\int_{\mathbb{R}_{+}^{n}} H\left(M+M^{*}\right) \mathrm{d} x=0 . \tag{3.17}
\end{equation*}
$$

Since $\left(\boldsymbol{\Lambda}^{\prime}+\boldsymbol{\Lambda}^{\prime *}, \Lambda_{n}-\Lambda_{n}^{*}, M+M^{*}\right) \in \mathcal{S}_{\left[1+\ell-n / p^{\prime}\right]}^{\sharp}$, condition (3.17)—and thus (3.16)—is a simple consequence of (3.14). Then, the pair of functions $(\boldsymbol{v}, \pi)$ defined in $\mathbb{R}_{+}^{n}$ by

$$
(\boldsymbol{v}, \pi)=\frac{1}{2}\left(\boldsymbol{w}^{\prime}+\boldsymbol{w}^{\prime *}, w_{n}-w_{n}^{*}, \vartheta+\vartheta^{*}\right)
$$

belongs to $\boldsymbol{W}_{\ell+1}^{2, p}\left(\mathbb{R}_{+}^{n}\right) \times W_{\ell+1}^{1, p}\left(\mathbb{R}_{+}^{n}\right)$ and, by a straightforward calculation, we can see that it satisfies $\left(S_{b}\right)$.

Now, we can establish the existence of generalized solutions announced in subsection 3.2.

Proof of the existence in Theorem 3.5. (i) Assume that $\frac{n}{p^{\prime}}>\ell+1$. According to Proposition 3.7, there exists $(\boldsymbol{v}, \vartheta) \in \boldsymbol{W}_{\ell}^{1, p}\left(\mathbb{R}_{+}^{n}\right) \times W_{\ell}^{0, p}\left(\mathbb{R}_{+}^{n}\right)$ satisfying

$$
\left\{\begin{array}{rlll}
-\Delta \boldsymbol{v}+\nabla \vartheta=\mathbf{0} & \text { and } & \operatorname{div} \boldsymbol{v}=0 & \text { in } \mathbb{R}_{+}^{n} \\
v_{n}=g_{n} & \text { and } & \partial_{n} \boldsymbol{v}^{\prime}=\boldsymbol{g}^{\prime} & \text { on } \Gamma
\end{array}\right.
$$

In addition, by Theorem 3.10 , there exists $(\boldsymbol{w}, \zeta) \in \boldsymbol{W}_{\ell+1}^{2, p}\left(\mathbb{R}_{+}^{n}\right) \times W_{\ell+1}^{1, p}\left(\mathbb{R}_{+}^{n}\right)$ satisfying

$$
\left\{\begin{array}{rlll}
-\Delta \boldsymbol{w}+\nabla \zeta & =\boldsymbol{f} & \text { and } & \operatorname{div} \boldsymbol{w}=h \\
& \text { in } \mathbb{R}_{+}^{n}, \\
w_{n}=0 & \text { and } & \partial_{n} \boldsymbol{w}^{\prime}=\mathbf{0} & \\
\text { on } \Gamma
\end{array}\right.
$$

The pair $(\boldsymbol{u}, \pi)=(\boldsymbol{v}+\boldsymbol{w}, \vartheta+\zeta)$ gives an answer to the question.
(ii) Assume that $\frac{n}{p^{\prime}}<\ell+1$. We cannot directly construct a solution as above. Indeed, the compatibility conditions-which are now nontrivial-of the auxiliary and initial problems must coincide. Let $N$ be the dimension of the subspace $\mathcal{S}_{\left[1+\ell-n / p^{\prime}\right]}^{\sharp}$ of $\boldsymbol{W}_{-\ell+1}^{2, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \times W_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right)$, which is imbedded in $\boldsymbol{W}_{-\ell-1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \times W_{-\ell-1}^{-1, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right)$, and let $\left\{\boldsymbol{e}_{1}, \ldots, \boldsymbol{e}_{N}\right\}$ be a basis of $\mathcal{S}_{\left[1+\ell-n / p^{\prime}\right]}^{\sharp}$. According to the Hahn-Banach theorem, there exists a family $\left\{\boldsymbol{e}_{1}^{*}, \ldots, \boldsymbol{e}_{N}^{*}\right\}$ of elements of $\boldsymbol{W}_{\ell+1}^{0, p}\left(\mathbb{R}_{+}^{n}\right) \times W_{\ell+1}^{1, p}\left(\mathbb{R}_{+}^{n}\right)$, which extends the dual basis of the dual space $\left(\mathcal{S}_{\left[1+\ell-n / p^{\prime}\right]}^{\sharp}\right)^{\prime}$. First, we can give a more compact writing of the compatibility condition (3.5) -which is equivalent to (3.4) -as

$$
\begin{aligned}
\forall(\boldsymbol{\lambda}, \mu) \in & \mathcal{S}_{\left[1+\ell-n / p^{\prime}\right]}^{\sharp}, \\
& \langle(\boldsymbol{f},-h),(\boldsymbol{\lambda}, \mu)\rangle_{\boldsymbol{W}_{\ell+1}^{0, p}\left(\mathbb{R}_{+}^{n}\right) \times W_{\ell}^{0, p}\left(\mathbb{R}_{+}^{n}\right), \boldsymbol{W}_{-\ell-1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \times W_{-\ell}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right)}= \\
= & \left\langle\boldsymbol{g},\left(\boldsymbol{\lambda}^{\prime}, \mu-\partial_{n} \lambda_{n}\right)\right\rangle_{\boldsymbol{W}_{\ell}^{-1 / p, p}}(\Gamma) \times W_{\ell}^{1-1 / p, p}(\Gamma), \boldsymbol{W}_{-\ell}^{1-1 / p^{\prime}, p^{\prime}}(\Gamma) \times W_{-\ell}^{-1 / p^{\prime}, p^{\prime}}(\Gamma),
\end{aligned}
$$

where $\boldsymbol{g}=\left(\boldsymbol{g}^{\prime}, g_{n}\right)$. We denote the corresponding trace mapping by

$$
\begin{aligned}
\kappa: \boldsymbol{W}_{-\ell+1}^{2, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \times W_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) & \longrightarrow \boldsymbol{W}_{-\ell+1}^{2-1 / p^{\prime}, p^{\prime}}(\Gamma) \times W_{-\ell+1}^{1-1 / p^{\prime}, p^{\prime}}(\Gamma), \\
(\boldsymbol{\lambda}, \mu) & \longmapsto\left(\gamma_{0} \boldsymbol{\lambda}^{\prime}, \gamma_{0} \mu-\gamma_{1} \lambda_{n}\right)
\end{aligned}
$$

and $\varepsilon_{i}=\kappa\left(\boldsymbol{e}_{i}\right)$. With a suitable numbering of the family, $\left\{\varepsilon_{1}, \ldots, \varepsilon_{d}\right\}$ form a basis of the subspace $\kappa\left(\mathcal{S}_{\left[1+\ell-n / p^{\prime}\right]}^{\sharp}\right)$ of $\boldsymbol{W}_{-\ell+1}^{2-1 / p^{\prime}, p^{\prime}}(\Gamma) \times W_{-\ell+1}^{1-1 / p^{\prime}, p^{\prime}}(\Gamma) \hookrightarrow \boldsymbol{W}_{-\ell-1}^{-1 / p^{\prime}, p^{\prime}}(\Gamma) \times$ $W_{-\ell-1}^{-1-1 / p^{\prime}, p^{\prime}}(\Gamma)$ and $\boldsymbol{\varepsilon}_{i}=\mathbf{0}$ for $i \in\{d+1, \ldots, N\}$. Here again, according to the HahnBanach theorem, there exists a family $\left\{\boldsymbol{\varepsilon}_{1}^{*}, \ldots, \boldsymbol{\varepsilon}_{d}^{*}\right\}$ of elements of $\boldsymbol{W}_{\ell+1}^{1-1 / p, p}(\Gamma) \times$ $W_{\ell+1}^{2-1 / p, p}(\Gamma)$ which extends the dual basis of $\left\{\varepsilon_{1}, \ldots, \varepsilon_{d}\right\}$. Now, let us consider the functions defined by

$$
(\boldsymbol{F},-H)=\sum_{i=1}^{N} e_{i}^{*}\left\langle(\boldsymbol{f},-h), \boldsymbol{e}_{i}\right\rangle \quad \text { and } \boldsymbol{G}=\sum_{i=1}^{d} \varepsilon_{i}^{*}\left\langle\boldsymbol{g}, \boldsymbol{\varepsilon}_{i}\right\rangle .
$$

They satisfy

$$
\begin{aligned}
& \left\langle(\boldsymbol{F},-H), e_{k}\right\rangle=\left\langle(\boldsymbol{f},-h), e_{k}\right\rangle=\left\langle\boldsymbol{g}, \boldsymbol{\varepsilon}_{k}\right\rangle \text { for } k \in\{1, \ldots, N\} \\
& \left\langle(\boldsymbol{F},-H), e_{k}\right\rangle=\left\langle\boldsymbol{G}, \boldsymbol{\varepsilon}_{k}\right\rangle=\left\langle\boldsymbol{g}, \boldsymbol{\varepsilon}_{k}\right\rangle \text { for } k \in\{1, \ldots, d\} \\
& \left\langle(\boldsymbol{F},-H), e_{k}\right\rangle=\left\langle\boldsymbol{G}, \boldsymbol{\varepsilon}_{k}\right\rangle=0 \text { for } k \in\{d+1, \ldots, N\}
\end{aligned}
$$

By Theorem 3.10, there exists $(\boldsymbol{v}, \vartheta) \in \boldsymbol{W}_{\ell+1}^{2, p}\left(\mathbb{R}_{+}^{n}\right) \times W_{\ell+1}^{1, p}\left(\mathbb{R}_{+}^{n}\right)$ satisfying

$$
\left\{\begin{aligned}
(-\Delta \boldsymbol{v}+\nabla \vartheta, \operatorname{div} \boldsymbol{v}) & =(\boldsymbol{f}-\boldsymbol{F}, h-H) & & \text { in } \mathbb{R}_{+}^{n} \\
\left(\partial_{n} \boldsymbol{v}^{\prime}, v_{n}\right) & =\mathbf{0} & & \text { on } \Gamma .
\end{aligned}\right.
$$

By Proposition 3.7, there exists $(\boldsymbol{w}, \zeta) \in \boldsymbol{W}_{\ell}^{1, p}\left(\mathbb{R}_{+}^{n}\right) \times W_{\ell}^{0, p}\left(\mathbb{R}_{+}^{n}\right)$ satisfying

$$
\left\{\begin{aligned}
(-\Delta \boldsymbol{w}+\nabla \zeta, \operatorname{div} \boldsymbol{w}) & =\mathbf{0} & & \text { in } \mathbb{R}_{+}^{n} \\
\left(\partial_{n} \boldsymbol{w}^{\prime}, w_{n}\right) & =\boldsymbol{g}-\boldsymbol{G} & & \text { on } \Gamma
\end{aligned}\right.
$$

By Theorem 3.10, there exists $(\boldsymbol{z}, \eta) \in \boldsymbol{W}_{\ell+1}^{2, p}\left(\mathbb{R}_{+}^{n}\right) \times W_{\ell+1}^{1, p}\left(\mathbb{R}_{+}^{n}\right)$ satisfying

$$
\left\{\begin{aligned}
(-\Delta \boldsymbol{z}+\nabla \eta, \operatorname{div} \boldsymbol{z}) & =(\boldsymbol{F}, H) & & \text { in } \mathbb{R}_{+}^{n} \\
\left(\partial_{n} \boldsymbol{z}^{\prime}, z_{n}\right) & =\boldsymbol{G} & & \text { on } \Gamma
\end{aligned}\right.
$$

Finally, the pair $(\boldsymbol{u}, \pi)=(\boldsymbol{v}+\boldsymbol{w}+\boldsymbol{z}, \vartheta+\zeta+\eta)$ proves the existence.
To end this section, we can give a global regularity result which extends the strong solutions of Theorem 3.10.

Corollary 3.11. Let $\ell \in \mathbb{Z}$ and $m \geqslant 1$ be two integers, and assume (1.7). For all $\boldsymbol{f} \in \boldsymbol{W}_{m+\ell}^{m-1, p}\left(\mathbb{R}_{+}^{n}\right), h \in W_{m+\ell}^{m, p}\left(\mathbb{R}_{+}^{n}\right), g_{n} \in W_{m+\ell}^{m+1-1 / p, p}(\Gamma)$, and $\boldsymbol{g}^{\prime} \in \boldsymbol{W}_{m+\ell}^{m-1 / p, p}(\Gamma)$, satisfying the compatibility condition (3.4), problem $\left(S^{\sharp}\right)$ admits a solution $(\boldsymbol{u}, \pi) \in$ $\boldsymbol{W}_{m+\ell}^{m+1, p}\left(\mathbb{R}_{+}^{n}\right) \times W_{m+\ell}^{m, p}\left(\mathbb{R}_{+}^{n}\right)$, unique up to an element of $\mathcal{S}_{[1-\ell-n / p]}^{\sharp}$, with the estimate

$$
\begin{aligned}
& \inf _{(\boldsymbol{\lambda}, \mu) \in \mathcal{S}_{[1-\ell-n / p]}^{\sharp}}\left(\|\boldsymbol{u}+\boldsymbol{\lambda}\|_{\boldsymbol{W}_{m+\ell}^{m+1, p}\left(\mathbb{R}_{+}^{n}\right)}+\|\pi+\mu\|_{W_{m+\ell}^{m, p}\left(\mathbb{R}_{+}^{n}\right)}\right) \\
& \leqslant C\left(\|\boldsymbol{f}\|_{\boldsymbol{W}_{m+\ell}^{m-1, p}\left(\mathbb{R}_{+}^{n}\right)}+\|h\|_{W_{m+\ell}^{m, p}\left(\mathbb{R}_{+}^{n}\right)}+\left\|g_{n}\right\|_{W_{m+\ell}^{m+1-1 / p, p}(\Gamma)}+\left\|\boldsymbol{g}^{\prime}\right\|_{\boldsymbol{W}_{m+\ell}^{m-1 / p, p}(\Gamma)}\right) .
\end{aligned}
$$

Proof. The case $m=1$ corresponds to Theorem 3.10. We suppose that $m \geqslant 2$.
(1) Assuming that $\ell \leqslant-2$, hypothesis (1.7)—which yields the set of critical values - is reduced to $n / p \notin\{1, \ldots,-\ell-m\}$. We begin by establishing the result for the homogeneous problem, as in Proposition 3.8. The arguments are the same, using the regularity results for the Laplacian with Dirichlet and Neumann boundary conditions (see $[3,5]$ ). Next, for the complete problem, we apply the method of the proof of Theorem 3.10 with an ad hoc extension for $\boldsymbol{F}$ and $H$-in this case, there is no compatibility condition.
(2) Assuming that $\ell \geqslant-1$ and $n / p^{\prime} \notin\{1, \ldots, \ell+1\}$, we can adapt the proof by induction of the regularity result for the Stokes system with Dirichlet boundary conditions (see [7, Corollary 5.5]).
4. Very weak solutions. The aim of this section is to return to the homogeneous problem (2.1) in which we envisage now very singular data on the boundary; that is, more precisely,

$$
\boldsymbol{g}^{\prime} \in \boldsymbol{W}_{\ell-1}^{-1-1 / p, p}(\Gamma) \text { and } g_{n} \in W_{\ell-1}^{-1 / p, p}(\Gamma)
$$

First, we will establish two preliminary lemmas. The second one yields a Green's formula in order to solve this new problem by a duality argument.

Let us denote by

$$
T:(\boldsymbol{u}, \pi) \longmapsto(-\Delta \boldsymbol{u}+\nabla \pi,-\operatorname{div} \boldsymbol{u})
$$

the Stokes operator. For any $\ell \in \mathbb{Z}$, we introduce the space

$$
\begin{aligned}
T_{\ell, 1}^{p}\left(\mathbb{R}_{+}^{n}\right)=\left\{(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{\ell-1}^{0, p}\left(\mathbb{R}_{+}^{n}\right) \times W_{\ell-1}^{-1, p}\left(\mathbb{R}_{+}^{n}\right)\right. & ; \\
& \left.T(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{\ell+1,1}^{0, p}\left(\mathbb{R}_{+}^{n}\right) \times W_{\ell, 1}^{0, p}\left(\mathbb{R}_{+}^{n}\right)\right\}
\end{aligned}
$$

which is a reflexive Banach space equipped with the graph-norm. Then we have the following density result.

Lemma 4.1. Let $\ell \in \mathbb{Z}$ and assume that

$$
\begin{equation*}
n / p^{\prime} \notin\{1, \ldots, \ell-1\} \quad \text { and } \quad n / p \notin\{1, \ldots,-\ell+1\} \tag{4.1}
\end{equation*}
$$

then the space $\mathcal{D}\left(\overline{\mathbb{R}_{+}^{n}}\right) \times \mathcal{D}\left(\overline{\mathbb{R}_{+}^{n}}\right)$ is dense in $T_{\ell, 1}^{p}\left(\mathbb{R}_{+}^{n}\right)$.
Proof. For every continuous linear form $\Lambda \in\left(T_{\ell, 1}^{p}\left(\mathbb{R}_{+}^{n}\right)\right)^{\prime}$, there exists a unique $(\boldsymbol{v}, \zeta, \boldsymbol{w}, \vartheta) \in \boldsymbol{W}_{-\ell+1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \times \stackrel{\circ}{W}_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \times \boldsymbol{W}_{-\ell-1,-1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \times W_{-\ell,-1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right)$ such that for all $(\boldsymbol{u}, \pi) \in T_{\ell, 1}^{p}\left(\mathbb{R}_{+}^{n}\right)$,

$$
\begin{equation*}
\langle\Lambda,(\boldsymbol{u}, \pi)\rangle=\langle(\boldsymbol{v}, \zeta),(\boldsymbol{u}, \pi)\rangle+\langle(\boldsymbol{w}, \vartheta), T(\boldsymbol{u}, \pi)\rangle \tag{4.2}
\end{equation*}
$$

Thanks to the Hahn-Banach theorem, it suffices to show that any $\Lambda$ which vanishes on $\mathcal{D}\left(\overline{\mathbb{R}_{+}^{n}}\right) \times \mathcal{D}\left(\overline{\mathbb{R}_{+}^{n}}\right)$ is actually zero on $T_{\ell, 1}^{p}\left(\mathbb{R}_{+}^{n}\right)$. Let us suppose that $\Lambda=0$ on $\mathcal{D}\left(\overline{\mathbb{R}_{+}^{n}}\right) \times \mathcal{D}\left(\overline{\mathbb{R}_{+}^{n}}\right)$ and thus on $\mathcal{D}\left(\mathbb{R}_{+}^{n}\right) \times \mathcal{D}\left(\mathbb{R}_{+}^{n}\right)$. Then we can deduce from (4.2) that

$$
(\boldsymbol{v}, \zeta)+T(\boldsymbol{w}, \vartheta)=0 \quad \text { in } \mathbb{R}_{+}^{n}
$$

and hence $T(\boldsymbol{w}, \vartheta) \in \boldsymbol{W}_{-\ell+1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \times \stackrel{\circ}{W_{-\ell+1}^{1, p^{\prime}}}\left(\mathbb{R}_{+}^{n}\right)$. Let $\tilde{\boldsymbol{v}}, \tilde{\zeta}, \tilde{\boldsymbol{w}}, \tilde{\vartheta}$ be, respectively, the zero extensions of $\boldsymbol{v}, \zeta, \boldsymbol{w}, \vartheta$ to $\mathbb{R}^{n}$. By (4.2), it is clear that we have

$$
(\tilde{\boldsymbol{v}}, \tilde{\zeta})+T(\tilde{\boldsymbol{w}}, \tilde{\vartheta})=0 \text { in } \mathbb{R}^{n}
$$

and thus $T(\tilde{\boldsymbol{w}}, \tilde{\vartheta}) \in \boldsymbol{W}_{-\ell+1}^{0, p^{\prime}}\left(\mathbb{R}^{n}\right) \times W_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}^{n}\right)$. Besides, we have the following Green's formula: for any $(\boldsymbol{\varphi}, \psi) \in \mathcal{D}\left(\mathbb{R}^{n}\right) \times \mathcal{D}\left(\mathbb{R}^{n}\right)$,

$$
\begin{equation*}
\langle T(\tilde{\boldsymbol{w}}, \tilde{\vartheta}),(\boldsymbol{\varphi}, \psi)\rangle=\langle(\tilde{\boldsymbol{w}}, \tilde{\vartheta}), T(\boldsymbol{\varphi}, \psi)\rangle . \tag{4.3}
\end{equation*}
$$

On the other hand, we have both $\mathcal{S}_{[1-\ell-n / p]} \subset \boldsymbol{W}_{\ell+1,1}^{2, p}\left(\mathbb{R}^{n}\right) \times W_{\ell+1,1}^{1, p}\left(\mathbb{R}^{n}\right)$ and the imbedding $\boldsymbol{W}_{\ell+1,1}^{2, p}\left(\mathbb{R}^{n}\right) \times W_{\ell+1,1}^{1, p}\left(\mathbb{R}^{n}\right) \hookrightarrow \boldsymbol{W}_{\ell-1}^{0, p}\left(\mathbb{R}^{n}\right) \times W_{\ell-1}^{-1, p}\left(\mathbb{R}^{n}\right)$ under hypothesis (4.1); then by the density of $\mathcal{D}\left(\mathbb{R}^{n}\right) \times \mathcal{D}\left(\mathbb{R}^{n}\right)$ in $\boldsymbol{W}_{\ell+1,1}^{2, p}\left(\mathbb{R}^{n}\right) \times W_{\ell+1,1}^{1, p}\left(\mathbb{R}^{n}\right)$, we can deduce that (4.3) holds for any $(\boldsymbol{\varphi}, \psi) \in \mathcal{S}_{[1-\ell-n / p]}$, and thus $T(\tilde{\boldsymbol{w}}, \tilde{\vartheta}) \perp \mathcal{S}_{[1-\ell-n / p]}$.

With this orthogonality condition, we can apply Theorem 1.3, and it follows that $(\tilde{\boldsymbol{w}}, \tilde{\vartheta}) \in \boldsymbol{W}_{-\ell+1}^{2, p^{\prime}}\left(\mathbb{R}^{n}\right) \times W_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}^{n}\right)$. Since $\tilde{\boldsymbol{w}}$ and $\tilde{\vartheta}$ are the zero extensions of $\boldsymbol{w}$ and $\vartheta$, it follows that $(\boldsymbol{w}, \vartheta) \in \stackrel{\circ}{\boldsymbol{W}_{-\ell+1}^{2, p^{\prime}}}\left(\mathbb{R}_{+}^{n}\right) \times \stackrel{\circ}{W_{-\ell+1}^{1,}, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right)$. Then, by the density of $\mathcal{D}\left(\mathbb{R}_{+}^{n}\right) \times$
$\mathcal{D}\left(\mathbb{R}_{+}^{n}\right)$ in $\stackrel{\circ}{\boldsymbol{W}}_{-\ell+1}^{2, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \times \stackrel{\circ}{W}_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right)$, we can construct a sequence $\left(\boldsymbol{w}_{k}, \vartheta_{k}\right)_{k \in \mathbb{N}} \subset$ $\mathcal{D}\left(\mathbb{R}_{+}^{n}\right) \times \mathcal{D}\left(\mathbb{R}_{+}^{n}\right)$ such that $\left(\boldsymbol{w}_{k}, \vartheta_{k}\right) \rightarrow(\boldsymbol{w}, \vartheta)$ in $\stackrel{\circ}{\boldsymbol{W}}_{-\ell+1}^{2, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \times \stackrel{\circ}{W}_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right)$. Thus, for any $(\boldsymbol{u}, \pi) \in T_{\ell, 1}^{p}\left(\mathbb{R}_{+}^{n}\right)$, we have

$$
\begin{aligned}
\langle\Lambda,(\boldsymbol{u}, \pi)\rangle & =-\langle T(\boldsymbol{w}, \vartheta),(\boldsymbol{u}, \pi)\rangle+\langle(\boldsymbol{w}, \vartheta), T(\boldsymbol{u}, \pi)\rangle \\
& =\lim _{k \rightarrow \infty}\left\{-\left\langle T\left(\boldsymbol{w}_{k}, \vartheta_{k}\right),(\boldsymbol{u}, \pi)\right\rangle+\left\langle\left(\boldsymbol{w}_{k}, \vartheta_{k}\right), T(\boldsymbol{u}, \pi)\right\rangle\right\} \\
& =0
\end{aligned}
$$

i.e., $\Lambda$ is identically zero.

Thanks to this density lemma, we can prove the following result.
Lemma 4.2. Let $\ell \in \mathbb{Z}$. Under hypothesis (4.1), we can define the following linear continuous mapping-that is, the traces of order 1 for the tangential component and of order 0 for the normal component of the velocity field:

$$
\begin{aligned}
\gamma^{\sharp}: T_{\ell, 1}^{p}\left(\mathbb{R}_{+}^{n}\right) & \longrightarrow \boldsymbol{W}_{\ell-1}^{-1-1 / p, p}(\Gamma) \times W_{\ell-1}^{-1 / p, p}(\Gamma), \\
(\boldsymbol{u}, \pi) & \left.\longmapsto\left(\partial_{n} \boldsymbol{u}^{\prime}, u_{n}\right)\right|_{\Gamma}=\left(\gamma_{1} u_{1}, \ldots, \gamma_{1} u_{n-1}, \gamma_{0} u_{n}\right) .
\end{aligned}
$$

Moreover, we have the following Green's formula:

$$
\begin{array}{r}
\forall(\boldsymbol{u}, \pi) \in T_{\ell, 1}^{p}\left(\mathbb{R}_{+}^{n}\right), \forall(\boldsymbol{\varphi}, \psi) \in \boldsymbol{W}_{-\ell+1}^{2, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \times W_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \\
\text { such that } \varphi_{n}=0, \partial_{n} \boldsymbol{\varphi}^{\prime}=\mathbf{0}, \text { and } \operatorname{div} \boldsymbol{\varphi}=0 \text { on } \Gamma \\
\langle T(\boldsymbol{u}, \pi),(\boldsymbol{\varphi}, \psi)\rangle_{\boldsymbol{W}_{\ell+1,1}^{0, p}\left(\mathbb{R}_{+}^{n}\right) \times W_{\ell, 1}^{0, p}\left(\mathbb{R}_{+}^{n}\right), \boldsymbol{W}_{-\ell-1,-1}^{0, p^{\prime}}}\left(\mathbb{R}_{+}^{n}\right) \times W_{-\ell,-1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right)  \tag{4.4}\\
\left.=\langle(\boldsymbol{u}, \pi), T(\boldsymbol{\varphi}, \psi)\rangle_{\boldsymbol{W}_{\ell-1}^{0, p}\left(\mathbb{R}_{+}^{n}\right) \times W_{\ell-1}^{-1, p}\left(\mathbb{R}_{+}^{n}\right), \boldsymbol{W}_{-\ell+1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \times{\stackrel{\circ}{W_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right)}}^{+\left\langle\left(\partial_{n} \boldsymbol{u}^{\prime}, u_{n}\right),\left(\boldsymbol{\varphi}^{\prime}, \psi-\partial_{n} \varphi_{n}\right)\right\rangle_{\Gamma} .}} \begin{array}{r}
\end{array}\right)
\end{array}
$$

Proof. Let us make two remarks to start. First, the left-hand term in (4.4) is nothing but the integral $\int_{\mathbb{R}_{+}^{n}} T(\boldsymbol{u}, \pi) \cdot(\boldsymbol{\varphi}, \psi) \mathrm{d} x$. Second, the reason for the logarithmic factor in the definition of $T_{\ell, 1}^{p}\left(\mathbb{R}_{+}^{n}\right)$ is that the imbeddings $\boldsymbol{W}_{-\ell+1}^{2, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \hookrightarrow$ $\boldsymbol{W}_{-\ell-1,-1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right)$ and $W_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \hookrightarrow W_{-\ell,-1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right)$ hold without supplementary critical value with respect to (4.1)—whereas the imbedding $\boldsymbol{W}_{-\ell+1}^{2, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \hookrightarrow \boldsymbol{W}_{-\ell-1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right)$ fails if $n / p^{\prime} \in\{\ell, \ell+1\}$.

So we can write the following Green's formula:

$$
\begin{array}{r}
\forall(\boldsymbol{u}, \pi) \in \mathcal{D}\left(\overline{\mathbb{R}_{+}^{n}}\right) \times \mathcal{D}\left(\overline{\mathbb{R}_{+}^{n}}\right), \forall(\boldsymbol{\varphi}, \psi) \in \boldsymbol{W}_{-\ell+1}^{2, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \times W_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \\
\text { such that } \varphi_{n}=0, \partial_{n} \boldsymbol{\varphi}^{\prime}=\mathbf{0} \text { and } \operatorname{div} \boldsymbol{\varphi}=0 \text { on } \Gamma \\
\int_{\mathbb{R}_{+}^{n}} T(\boldsymbol{u}, \pi) \cdot(\boldsymbol{\varphi}, \psi) \mathrm{d} x=\int_{\mathbb{R}_{+}^{n}}(\boldsymbol{u}, \pi) \cdot T(\boldsymbol{\varphi}, \psi) \mathrm{d} x  \tag{4.5}\\
\quad+\int_{\Gamma}\left(\partial_{n} \boldsymbol{u}^{\prime}, u_{n}\right) \cdot\left(\boldsymbol{\varphi}^{\prime}, \psi-\partial_{n} \varphi_{n}\right) \mathrm{d} x^{\prime}
\end{array}
$$

We can deduce the following estimate:

$$
\left|\left\langle\left(\partial_{n} \boldsymbol{u}^{\prime}, u_{n}\right),\left(\boldsymbol{\varphi}^{\prime}, \psi-\partial_{n} \varphi_{n}\right)\right\rangle_{\Gamma}\right| \leqslant\|(\boldsymbol{u}, \pi)\|_{T_{\ell, 1}^{p}\left(\mathbb{R}_{+}^{n}\right)}\|(\boldsymbol{\varphi}, \psi)\|_{\boldsymbol{W}_{-\ell+1}^{2, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \times W_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right)}
$$

According to Lemma 1.1, for any $\boldsymbol{\mu}=\left(\boldsymbol{\mu}^{\prime}, \mu_{n}\right) \in \boldsymbol{W}_{-\ell+1}^{2-1 / p^{\prime}, p^{\prime}}(\Gamma) \times W_{-\ell+1}^{1-1 / p^{\prime}, p}(\Gamma)$, there exists a lifting function $(\boldsymbol{\varphi}, \psi) \in \boldsymbol{W}_{-\ell+1}^{2, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \times W_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right)$ such that

$$
\begin{aligned}
\left(\gamma_{0}, \gamma_{1}\right) \boldsymbol{\varphi}^{\prime} & =\left(\boldsymbol{\mu}^{\prime}, \mathbf{0}\right) \in \boldsymbol{W}_{-\ell+1}^{2-1 / p^{\prime}, p^{\prime}}(\Gamma) \times \boldsymbol{W}_{-\ell+1}^{1-1 / p^{\prime}, p}(\Gamma) \\
\left(\gamma_{0}, \gamma_{1}\right) \varphi_{n} & =\left(0,-\operatorname{div}^{\prime} \boldsymbol{\mu}^{\prime}\right) \in W_{-\ell+1}^{2-1 / p^{\prime}, p^{\prime}}(\Gamma) \times W_{-\ell+1}^{1-1 / p^{\prime}, p}(\Gamma) \\
\gamma_{0} \psi & =\mu_{n}-\operatorname{div}^{\prime} \boldsymbol{\mu}^{\prime} \in W_{-\ell+1}^{1-1 / p^{\prime}, p}(\Gamma)
\end{aligned}
$$

i.e., $\left(\boldsymbol{\varphi}^{\prime}, \psi-\partial_{n} \varphi_{n}\right)=\boldsymbol{\mu}$ with $\varphi_{n}=0, \partial_{n} \varphi^{\prime}=\mathbf{0}$, and $\operatorname{div} \varphi=0$ on $\Gamma$, satisfying

$$
\|(\boldsymbol{\varphi}, \psi)\|_{\boldsymbol{W}_{-\ell+1}^{2, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \times W_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right)} \leqslant C\|\boldsymbol{\mu}\|_{\boldsymbol{W}_{-\ell+1}^{2-1 / p^{\prime}, p^{\prime}}(\Gamma) \times W_{-\ell+1}^{1-1 / p^{\prime}, p^{\prime}}(\Gamma)},
$$

where $C$ is a constant not depending on $(\boldsymbol{\varphi}, \psi)$ and $\boldsymbol{\mu}$. Then we can deduce that

$$
\left\|\left(\partial_{n} \boldsymbol{u}^{\prime}, u_{n}\right)\right\|_{\boldsymbol{W}_{\ell-1}^{-1-1 / p, p}(\Gamma) \times W_{\ell-1}^{-1 / p, p}(\Gamma)} \leqslant C\|(\boldsymbol{u}, \pi)\|_{T_{\ell, 1}^{p}\left(\mathbb{R}_{+}^{n}\right)} .
$$

Thus the linear mapping $\gamma^{\sharp}:\left.(\boldsymbol{u}, \pi) \longmapsto\left(\partial_{n} \boldsymbol{u}^{\prime}, u_{n}\right)\right|_{\Gamma}$ defined on $\mathcal{D}\left(\overline{\mathbb{R}_{+}^{n}}\right) \times \mathcal{D}\left(\overline{\mathbb{R}_{+}^{n}}\right)$ is continuous for the norm of $T_{\ell, 1}^{p}\left(\mathbb{R}_{+}^{n}\right)$. In addition, since $\mathcal{D}\left(\overline{\mathbb{R}_{+}^{n}}\right) \times \mathcal{D}\left(\overline{\mathbb{R}_{+}^{n}}\right)$ is dense in $T_{\ell, 1}^{p}\left(\mathbb{R}_{+}^{n}\right)$, the mapping $\gamma^{\sharp}$ can be extended by continuity to a mapping still called $\gamma^{\sharp} \in \mathcal{L}\left(T_{\ell, 1}^{p}\left(\mathbb{R}_{+}^{n}\right) ; \quad \boldsymbol{W}_{\ell-1}^{-1-1 / p, p}(\Gamma) \times W_{\ell-1}^{-1 / p, p}(\Gamma)\right)$. Moreover, we can also deduce the formula (4.4) from (4.5) by density of $\mathcal{D}\left(\overline{\mathbb{R}_{+}^{n}}\right) \times \mathcal{D}\left(\overline{\mathbb{R}_{+}^{n}}\right)$ in $T_{\ell, 1}^{p}\left(\mathbb{R}_{+}^{n}\right)$.

Thanks to this lemma, we now can give the result for singular boundary conditions.

Theorem 4.3. Let $\ell \in \mathbb{Z}$ with hypothesis (4.1). For any $\boldsymbol{g}=\left(\boldsymbol{g}^{\prime}, g_{n}\right) \in$ $\boldsymbol{W}_{\ell-1}^{-1-1 / p, p}(\Gamma) \times W_{\ell-1}^{-1 / p, p}(\Gamma)$, satisfying the compatibility condition

$$
\begin{align*}
& \forall \boldsymbol{\varphi}=\left(\boldsymbol{\varphi}^{\prime}, \varphi_{n}\right) \in \boldsymbol{\mathcal { N }}_{\left[1+\ell-n / p^{\prime}\right]}^{\Delta} \times \mathcal{A}_{\left[1+\ell-n / p^{\prime}\right]}^{\Delta}, \\
& \left\langle\boldsymbol{g}^{\prime}, \boldsymbol{\varphi}^{\prime}\right\rangle_{\boldsymbol{W}_{\ell-1}^{-1-1 / p, p}(\Gamma) \times \boldsymbol{W}_{-\ell+1}^{2-1 / p^{\prime}, p^{\prime}}(\Gamma)}=\left\langle g_{n}, \partial_{n} \boldsymbol{\varphi}_{n}\right\rangle_{W_{\ell-1}^{-1 / p, p}(\Gamma) \times W_{-\ell+1}^{1-1 / p^{\prime}, p^{\prime}}(\Gamma)}, \tag{4.6}
\end{align*}
$$

problem (2.1) admits a solution $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{\ell-1}^{0, p}\left(\mathbb{R}_{+}^{n}\right) \times W_{\ell-1}^{-1, p}\left(\mathbb{R}_{+}^{n}\right)$, unique up to an element of $\mathcal{S}_{[1-\ell-n / p]}^{\sharp}$, and there exists a constant $C$ such that

$$
\inf _{(\boldsymbol{\lambda}, \mu) \in \mathcal{S}_{[1-\ell-n / p]}^{\sharp}}\left(\|\boldsymbol{u}+\boldsymbol{\lambda}\|_{\boldsymbol{W}_{\ell-1}^{0, p}\left(\mathbb{R}_{+}^{n}\right)}+\|\pi+\mu\|_{W_{\ell-1}^{-1, p}\left(\mathbb{R}_{+}^{n}\right)}\right) \leqslant C\|\boldsymbol{g}\|_{\Gamma} .
$$

Proof. To start with, let us observe that such a pair $(\boldsymbol{u}, \pi)$ belongs to $T_{\ell, 1}^{p}\left(\mathbb{R}_{+}^{n}\right)$, and then Lemma 4.2 gives meaning to these boundary conditions. Next, we can observe that problem (2.1) is equivalent to the variational formulation: find $(\boldsymbol{u}, \pi) \in$ $\boldsymbol{W}_{\ell-1}^{0, p}\left(\mathbb{R}_{+}^{n}\right) \times W_{\ell-1}^{-1, p}\left(\mathbb{R}_{+}^{n}\right)$ satisfying

$$
\begin{align*}
& \forall(\boldsymbol{v}, \vartheta) \in \boldsymbol{W}_{-\ell+1}^{2, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \times W_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \\
& \quad \text { such that } v_{n}=0, \partial_{n} \boldsymbol{v}^{\prime}=\mathbf{0}, \text { and } \operatorname{div} \boldsymbol{v}=0 \text { on } \Gamma, \\
& \langle(\boldsymbol{u}, \pi), T(\boldsymbol{v}, \vartheta)\rangle_{W_{\ell-1}^{0, p}\left(\mathbb{R}_{+}^{n}\right) \times W_{\ell-1}^{-1, p}\left(\mathbb{R}_{+}^{n}\right), \boldsymbol{W}_{-\ell+1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \times \text { W }_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right)}=-\left\langle\boldsymbol{g},\left(\boldsymbol{v}^{\prime}, \vartheta-\partial_{n} v_{n}\right)\right\rangle_{\boldsymbol{W}_{\ell-1}^{-1-1 / p, p}(\Gamma) \times W_{\ell-1}^{-1 / p, p}(\Gamma), \boldsymbol{W}_{-\ell+1}^{2-1 / p^{\prime}, p^{\prime}}(\Gamma) \times W_{-\ell+1}^{1 / p, p^{\prime}}(\Gamma)} . \tag{4.7}
\end{align*}
$$

Indeed, the direct implication is straightforward. Conversely, if the pair $(\boldsymbol{u}, \pi)$ satisfies (4.7), then we have for any $(\varphi, \psi) \in \mathcal{D}\left(\mathbb{R}_{+}^{n}\right) \times \mathcal{D}\left(\mathbb{R}_{+}^{n}\right)$,

$$
\langle T(\boldsymbol{u}, \pi),(\boldsymbol{\varphi}, \psi)\rangle_{\mathcal{D}^{\prime}\left(\mathbb{R}_{+}^{n}\right) \times \mathcal{D}^{\prime}\left(\mathbb{R}_{+}^{n}\right), \boldsymbol{\mathcal { D }}\left(\mathbb{R}_{+}^{n}\right) \times \mathcal{D}\left(\mathbb{R}_{+}^{n}\right)}=\langle(\boldsymbol{u}, \pi), T(\boldsymbol{\varphi}, \psi)\rangle=0
$$

and thus $T(\boldsymbol{u}, \pi)=\mathbf{0}$ in $\mathbb{R}_{+}^{n}$. In addition, according to the Green's formula (4.4), we have

$$
\begin{aligned}
& \forall(\boldsymbol{v}, \vartheta) \in \boldsymbol{W}_{-\ell+1}^{2, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \times W_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \\
& \text { such that } v_{n}=0, \partial_{n} \boldsymbol{v}^{\prime}=\mathbf{0} \text { and } \operatorname{div} \boldsymbol{v}=0 \text { on } \Gamma \\
& \quad\left\langle\left(\partial_{n} \boldsymbol{u}^{\prime}, u_{n}\right),\left(\boldsymbol{v}^{\prime}, \vartheta-\partial_{n} v_{n}\right)\right\rangle_{\Gamma}=\left\langle\boldsymbol{g},\left(\boldsymbol{v}^{\prime}, \vartheta-\partial_{n} v_{n}\right)\right\rangle_{\Gamma} .
\end{aligned}
$$

As we saw in the proof of Lemma 4.2, by Lemma 1.1, it follows that for any $\boldsymbol{\mu} \in$ $\boldsymbol{W}_{-\ell+1}^{2-1 / p^{\prime}, p^{\prime}}(\Gamma) \times W_{-\ell+1}^{1-1 / p^{\prime}, p^{\prime}}(\Gamma)$,

$$
\left\langle\left(\partial_{n} \boldsymbol{u}^{\prime}-\boldsymbol{g}^{\prime}, u_{n}-g_{n}\right), \boldsymbol{\mu}\right\rangle_{\Gamma}=0
$$

that is, $\partial_{n} \boldsymbol{u}^{\prime}=\boldsymbol{g}^{\prime}$ and $u_{n}=g_{n}$ on $\Gamma$. Hence $(\boldsymbol{u}, \pi)$ satisfies $(2.1)$.
Now, let us solve problem (4.7). By Theorem 3.10, we know that under hypothesis (4.1), for all $(\boldsymbol{f}, h) \in \boldsymbol{W}_{-\ell+1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \times \stackrel{\circ}{W}_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \perp \mathcal{S}_{[1-\ell-n / p]}^{\sharp}$, there exists a unique $(\boldsymbol{v}, \vartheta) \in \boldsymbol{W}_{-\ell+1}^{2, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \times W_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) / \mathcal{S}_{\left[1+\ell-n / p^{\prime}\right]}^{\sharp}$ solution to

$$
-\Delta \boldsymbol{v}+\nabla \vartheta=\boldsymbol{f} \text { and } \operatorname{div} \boldsymbol{v}=h \text { in } \mathbb{R}_{+}^{n}, \quad \partial_{n} \boldsymbol{v}^{\prime}=\mathbf{0} \text { and } v_{n}=0 \quad \text { on } \Gamma,
$$

with the estimate

$$
\|(\boldsymbol{v}, \vartheta)\|_{W_{-\ell+1}^{2, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \times W_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) / \mathcal{S}_{\left[1+\ell-n / p^{\prime}\right]}^{\sharp}} \leqslant C\left(\|\boldsymbol{f}\|_{\boldsymbol{W}_{-\ell+1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right)}+\|h\|_{W_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right)}\right) .
$$

Consider the linear form $\Xi:(\boldsymbol{f}, h) \longmapsto\left\langle\boldsymbol{g},\left(\boldsymbol{v}^{\prime}, \vartheta-\partial_{n} v_{n}\right)\right\rangle_{\Gamma}$ defined on the product space $\boldsymbol{W}_{-\ell+1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \times \stackrel{\circ}{W_{-\ell+1}^{1, p^{\prime}}}\left(\mathbb{R}_{+}^{n}\right) \perp \mathcal{S}_{[1-\ell-n / p]}^{\sharp}$. According to (4.6), we have for any $\boldsymbol{\varphi} \in \boldsymbol{\mathcal { N }}_{\left[1+\ell-n / p^{\prime}\right]}^{\Delta} \times \mathcal{A}_{\left[1+\ell-n / p^{\prime}\right]}^{\Delta}$, or equivalently, for any $(\boldsymbol{\lambda}, \mu) \in \mathcal{S}_{\left[1+\ell-n / p^{\prime}\right]}^{\sharp}$,

$$
\begin{aligned}
&|\Xi(\boldsymbol{f}, h)|=\left|\left\langle\boldsymbol{g},\left(\boldsymbol{v}^{\prime}+\boldsymbol{\varphi}^{\prime}, \vartheta-\partial_{n} v_{n}+\partial_{n} \varphi_{n}\right)\right\rangle_{\Gamma}\right| \\
&=\left|\left\langle\boldsymbol{g},\left(\left[\boldsymbol{v}^{\prime}+\boldsymbol{\lambda}^{\prime}\right],[\vartheta+\mu]-\partial_{n}\left[v_{n}+\lambda_{n}\right]\right)\right\rangle_{\Gamma}\right| \\
& \leqslant C\|\boldsymbol{g}\|_{\boldsymbol{W}_{\ell-1}^{-1-1 / p, p}(\Gamma) \times W_{\ell-1}^{-1 / p, p}(\Gamma)}\|(\boldsymbol{v}, \vartheta)+(\boldsymbol{\lambda}, \mu)\|_{\boldsymbol{W}_{-\ell+1}^{2, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \times W_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right)} .
\end{aligned}
$$

Thus

$$
\begin{aligned}
|\Xi(\boldsymbol{f}, h)| & \leqslant C\|\boldsymbol{g}\|_{\boldsymbol{W}_{\ell-1}^{-1-1 / p, p}(\Gamma) \times W_{\ell-1}^{-1 / p, p}(\Gamma)}\|(\boldsymbol{v}, \vartheta)\|_{\boldsymbol{W}_{-\ell+1}^{2, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \times W_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) / \mathcal{S}_{\left[1+\ell-n / p^{\prime}\right]}^{\sharp}} \\
& \leqslant C\|\boldsymbol{g}\|_{\boldsymbol{W}_{\ell-1}^{-1-1 / p, p}(\Gamma) \times W_{\ell-1}^{-1 / p, p}(\Gamma)}\left(\|\boldsymbol{f}\|_{\boldsymbol{W}_{-\ell+1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right)}+\|h\|_{W_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right)}\right) .
\end{aligned}
$$

In other words, $\Xi$ is continuous on $\boldsymbol{W}_{-\ell+1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \times \stackrel{\stackrel{\circ}{W}}{-1, p^{\prime}}\left(\mathbb{R}_{++1}^{n}\right) \perp \mathcal{S}_{[1-\ell-n / p]}^{\sharp}$, and according to the Riesz representation theorem, we can deduce that there exists a unique $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{\ell-1}^{0, p}\left(\mathbb{R}_{+}^{n}\right) \times W_{\ell-1}^{-1, p}\left(\mathbb{R}_{+}^{n}\right) / \mathcal{S}_{[1-\ell-n / p]}^{\sharp}$, which is the dual space of $\boldsymbol{W}_{-\ell+1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \times \stackrel{\circ}{W}_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \perp \mathcal{S}_{[1-\ell-n / p]}^{\sharp}$, such that

$$
\begin{aligned}
& \forall(\boldsymbol{f}, h) \in \boldsymbol{W}_{-\ell+1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \times \stackrel{\circ}{W}_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right) \\
& \Xi(\boldsymbol{f}, h)=\langle\boldsymbol{u}, \boldsymbol{f}\rangle_{\boldsymbol{W}_{\ell-1}^{0, p}\left(\mathbb{R}_{+}^{n}\right) \times \boldsymbol{W}_{-\ell+1}^{0, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right)}+\langle\pi,-h\rangle_{W_{\ell-1}^{-1, p}\left(\mathbb{R}_{+}^{n}\right) \times \stackrel{\circ}{W}_{-\ell+1}^{1, p^{\prime}}\left(\mathbb{R}_{+}^{n}\right)}
\end{aligned}
$$

Then, we can conclude that the pair $(\boldsymbol{u}, \pi)$ satisfies (4.7) and, moreover, that the kernel of the associated operator is $\mathcal{S}_{[1-\ell-n / p]}^{\sharp}$.

To end this study, using the method of the proof of the existence in Theorem 3.5, we can establish the existence of very weak solutions to the nonhomogeneous problem with very singular boundary conditions.

Theorem 4.4. Let $\ell \in \mathbb{Z}$ and assume that

$$
n / p^{\prime} \notin\{1, \ldots, \ell+1\} \quad \text { and } \quad n / p \notin\{1, \ldots,-\ell+1\}
$$

For any $\boldsymbol{f} \in \boldsymbol{W}_{\ell+1}^{0, p}\left(\mathbb{R}_{+}^{n}\right), h \in W_{\ell+1}^{1, p}\left(\mathbb{R}_{+}^{n}\right), g_{n} \in W_{\ell-1}^{-1 / p, p}(\Gamma), \boldsymbol{g}^{\prime} \in \boldsymbol{W}_{\ell-1}^{-1-1 / p, p}(\Gamma)$, satisfying the compatibility condition

$$
\begin{aligned}
& \forall \boldsymbol{\varphi} \in \boldsymbol{N}_{\left[1+\ell-n / p^{\prime}\right]}^{\Delta} \times \mathcal{A}_{\left[1+\ell-n / p^{\prime}\right]}^{\Delta},
\end{aligned}
$$

$$
\begin{aligned}
& +\left\langle g_{n}, \partial_{n} \varphi_{n}\right\rangle_{\left.\boldsymbol{W}_{\ell-1}^{-1 / p, p}(\Gamma) \times \boldsymbol{W}_{-\ell+1}^{1-1 / p^{\prime}, p^{\prime}}{ }_{(\Gamma)}\right)} \\
& -\left\langle\boldsymbol{g}^{\prime}, \boldsymbol{\varphi}^{\prime}\right\rangle_{\boldsymbol{W}_{\ell-1}^{-1-1 / p, p}(\Gamma) \times \boldsymbol{W}_{-\ell+1}^{2-1 / p^{\prime}, p^{\prime}}(\Gamma)}=0,
\end{aligned}
$$

problem $\left(S^{\sharp}\right)$ admits a solution $(\boldsymbol{u}, \pi) \in \boldsymbol{W}_{\ell+1}^{0, p}\left(\mathbb{R}_{+}^{n}\right) \times W_{\ell-1}^{-1, p}\left(\mathbb{R}_{+}^{n}\right)$, unique up to an element of $\mathcal{S}_{[1-\ell-n / p]}^{\sharp}$, with the estimate

$$
\begin{aligned}
& \inf _{(\boldsymbol{\lambda}, \mu) \in \mathcal{S}_{[1-\ell-n / p]}^{\sharp}}\left(\|\boldsymbol{u}+\boldsymbol{\lambda}\|_{\boldsymbol{W}_{\ell-1}^{0, p}\left(\mathbb{R}_{+}^{n}\right)}+\|\pi+\mu\|_{W_{\ell-1}^{-1, p}\left(\mathbb{R}_{+}^{n}\right)}\right) \\
& \quad \leqslant C\left(\|\boldsymbol{f}\|_{\boldsymbol{W}_{\ell+1}^{0, p}\left(\mathbb{R}_{+}^{n}\right)}+\|h\|_{W_{\ell+1}^{0, p}\left(\mathbb{R}_{+}^{n}\right)}+\left\|g_{n}\right\|_{W_{\ell-1}^{-1 / p, p}(\Gamma)}+\left\|\boldsymbol{g}^{\prime}\right\|_{\boldsymbol{W}_{\ell-1}^{-1-1 / p, p}(\Gamma)}\right) .
\end{aligned}
$$
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